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U. Schulz

K. Fritscher

C. Leyens

M. Peters

DLR–German Aerospace Center,
Institute of Materials Research,

D-51170 Cologne, Germany

Influence of Processing on
Microstructure and Performance
of Electron Beam Physical Vapor
Deposition (EB-PVD) Thermal
Barrier Coatings
The paper addresses the effect of processing parameters on microstructure and lifetime of
electron beam physical vapor deposition, partially yttria-stabilized zirconia (EB-PVD
PYSZ) coatings deposited onto NiCoCrAlY-coated Ni-base superalloys. In particular, the
formation of a thermally grown oxide layer, an equi-axed zone, and various columnar
arrangements of the highly textured PYSZ layers are discussed with respect to processing
conditions. Three different microstructures were cyclically tested at 1100°C. The interme-
diate columnar structure was superior with respect to cyclic life times to a fine and to a
coarse columnar structure which was mainly attributed to differences in the elastic prop-
erties. The effect of PYSZ microstructure on hot corrosion behavior of the thermal barrier
coating (TBC) system at 950°C is briefly discussed.@DOI: 10.1115/1.1447238#

Introduction
Efficiency and performance of advanced gas turbines for air-

craft and land-based applications can be increased considerably if
the gas temperatures in the high-pressure turbine is raised. Appli-
cation of thermal barrier coatings~TBCs! on superalloy turbine
blades allows such an increase of gas temperature owing to their
thermal insulation properties and correspondingly lowered tem-
perature of the metal components.

Partially yttria-stabilized zirconia~PYSZ! coatings have dem-
onstrated their capabilities as the most durable TBCs on rotating
parts in the turbine. Currently, TBCs applied by electron beam
physical vapor deposition~EB-PVD! are more and more em-
ployed because the inherent columnar microstructure offers the
advantage of a superior tolerance against straining and ther-
moshock. Although the EB-PVD process is meanwhile prevalent
for application of TBCs on turbine blades, there is still potential
for further improvements of the properties of the ceramic coating
by varying their microstructure. For example, TBCs of a modified
microstructure consisting of bulged club-like columns in combi-
nation with adjacent S-shaped lean columns having a uniform
diameter represent a very low in-plane Young’s modulus micro-
structure~Schulz et al.@1#!.

Integration of TBCs into the design of modern aero engine
parts—so-called ‘‘designed-in TBCs’’—requires a quantitative
understanding of the correlation between processing, microstruc-
ture, and the resulting lifetime of the coatings. Although oxidation
of the bond coat and the associated formation of a thermally
grown oxide~TGO! between the bond coat and TBC is essential
for the lifetime of TBCs, the microstructure of the ceramic top
coat plays another important role for the properties of the coating.
The present paper describes the interplay between processing, mi-
crostructure, and cyclic lifetime of EB-PVD TBCs having differ-
ent PYSZ microstructures. The role of the mechanical properties

of the ceramic top layer for the lifetime is emphasized, and the
effect of PYSZ microstructure on the hot corrosion behavior of
the TBC system is briefly discussed.

Experimental
Cast cylindrical samples of DS IN 100 (6 mm diameter

3100 mm) and coupons of CMSX-41 ~15 mm diameter
31.5 mm thick! were uniformly coated with a 100 to 120-mm-
thick bond coat by EB-PVD. Compositions are given in Table 1.
For analysis and measurement of the Young’s modulus, 4-mm
thick plates of IN 617 were bond coated on one side. All samples
were bead peened and subsequently vacuum annealed for four
hours at 1080°C to establish a dense and uniform alumina scale on
top of the bond coat required for good bonding of the ceramic top
layer.

Finally, samples were coated with a 200 to 250-mm-thick ther-
mal barrier coating of 6.5 to 7.2 wt% Y2O3– ZrO2 . While the
coupons were coated in a 150 kW EB-PVD coater, a smaller 60
kW coater was used to coat cylinders and plates. After preheating
by radiation in a separate chamber, cylinders and coupons were
rotated on a planetary drive in both coaters to achieve a uniform
thickness distribution around the circumference of the samples
whereas the plates were rotated in standard mode. Unlike the cou-
pons, plates and cylinders were rotated on an axis that was tilted
27 deg towards the evaporation plane. To ensure continuous depo-
sition of the ceramic layers ingots of 63.5-mm diameter~150 kW
coater! and 50 mm~60 kW coater!, respectively, were bottom fed
into the crucible during evaporation. To achieve stoichiometric
zirconia a controlled amount of oxygen was bled into the deposi-
tion chambers. Rotational speed of the individual samples was
adjusted between 4 and 30 min21, condensation rates were be-
tween 5 and 7mm/min for all samples. In order to study the
influence of substrate temperature during deposition, this param-
eter kept on a constant level, varying from 920°C to 1080°C for
different batches by controlling the heat input from the pool dur-
ing deposition. Several batches were produced with distinct com-
binations of rotational speed and substrate temperature to generate
different PYSZ microstructures.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-579. Manuscript received by IGTI, November 1999; final
revision received by ASME Headquarters, February 2000. Associate Editor: D.
Wisler. 1CMSX-4 is a registered trademark of Cannon-Muskegon Corporation.
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Thermal cyclic tests were performed on the CMSX-4 coupons
at Oak Ridge National Laboratory~ORNL! and on the IN 100
cylinders at DLR. Samples were exposed to oxygen for 1 hour
~ORNL! and for 50 minutes in air~DLR!, respectively, at 1100°C
and cooled down for 10 minutes between the cycles. At ORNL the
specimens were weighed after fixed intervals in an analytical bal-
ance. At DLR an optical inspection was employed after each 24
cycles to determine cracks and the location and time of TBC
spallation. The testing procedures at ORNL and DLR are de-
scribed in detail by Leyens et al.@2# and by Fritscher et al.@3#,
respectively. Hot corrosion tests were performed at ORNL depos-
iting sodium sulfate onto the specimens prior to thermal cycling at
950°C ~Leyens et al.@4#!.

Samples were analyzed by a field emission gun SEM equipped
with an energy dispersive spectrometer~EDS! after TBCs deposi-
tion and after testing. TEM studies were performed on a Philips
EM 430 electron microscope using standard sandwich-type prepa-
ration methods.

The Young’s moduli of the TBCs were measured using dynami-
cal mechanical analysis~DMA ! on both free-standing TBCs and
composite layers attached to the substrate. Free-standing EB-PVD
TBCs were prepared by chemical dissolution of the bond coat.
The load in the three-point-bending arrangement was
6 MPa (static)64 MPa ~dynamic! for free-standing samples and
15610 MPa for composite samples. The method is described in
detail by Szu¨cs @5#.

Results and Discussion

Processing Related Microstructure of the TBCs. Manufac-
turing of an EB-PVD TBC comprises a number of successive
steps. After preheating of the parts the ceramic coating is formed
during the deposition phase while the cooling step concludes the
physically relevant part of the process.

In the preheatingphase, gaseous and liquid surface contami-
nants like water are removed, and a thermally grown oxide~TGO!
starts or continues to grow. In Fig. 1 such a dense and approxi-

mately 1-mm-thick alumina scale is shown at the interface be-
tween the NiCoCrAlY bond coat and the PYSZ TBC in the as-
coated condition.

The formation of the TGO during processing depends on vari-
ous factors, namely:

• material related parameters such as
• substrate alloy,
• bond coat chemistry and microstructure~phase composi-

tion, grain size, etc.!, and
• TBC chemistry and microstructure~in part!;
• processing parameters such as
• bond coat surface treatment,
• preheating and deposition conditions~temperature, dura-

tion, atmosphere!, and
• post deposition treatments.

In order to keep the TGO formation as reproducible as possible
the same procedure was applied to all samples in the present
study, the substrate temperature during deposition excepted. Be-
cause of the formation of a ‘‘starting’’ TGO during the vacuum
annealing prior to the deposition and the comparatively small tem-
perature variation during deposition, nearly identical TGO forma-
tion can be assumed for all samples. Immediate formation of ther-
modynamically stable alpha-alumina is considered extremely
important for the adherence and lifetime of TBCs~Clarke@6#!, but
mainly due to kinetic reasons, sometimes harmful transient alumi-
nas or spinels can form instead.

Immediately after the transfer of the samples from the heating
to the deposition chamber the growth of the TBC starts. The initial
phase ofdepositionplays a crucial role for the formation of mi-
crostructure and crystallographic orientation of the TBC. In Fig. 2
a typical TEM micrograph of a TBC close to the substrate is
shown.

The first thin layer adjacent to the substrate~denoted A in Fig.

Fig. 1 TEM picure of interface between NiCoCRAlY bond coat
and YPSZ TBC in as-coated condition Fig. 2 TEM of an EB-PVD PYSZ TBC close to the substrate

Table 1 Chemical composition „wt% … of substrate alloys and EB-PVD bond coat

Ni Co Cr Al Mo Ti Others

IN 100 Bal. 15 10 5.5 3 4.7 C, B, Zr
CMSX-4 Bal. 9 6.5 5.6 0.6 1 6W, 6.5 Ta, 3 Re, Hf
IN 617 bal. 12.5 22 1.2 9 1.5 Fe
Bond coat Bal. 21–22 18–20 12–13 0.11–0.15 Y
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2! consists of equiaxed grains of about 30 nm in diameter, forming
the so-called equiaxed zone~Unal et al.@7#!. The grains are ran-
domly oriented and the thickness of the equi-axed zone varies
somewhat from sample to sample. A geometrical model was pro-
posed to explain these thickness differences, taking into account
the actual position of the sample during the first rotation~Schulz
and Schmuecker@8#!. From the model it can be concluded that the
equi-axed zone is formed exclusively during the very first rotation
of the sample.

Adjacent to the equi-axed zone a layered structure is apparent
which is caused by the rotation of the substrate~denoted B!. The
thickness of the layers shows periodically modulated striations
which arise due to changing distances between the evaporation
pool and each single sample during evaporation in a planetary
drive. A small distance corresponds to a high vapor density and
hence to a thicker layer and vice versa. While formation of
c-shaped columns is a result of rotation alone, the modulation of
layer thickness is directly affected by the sample distance from the
melting pool and therefore by the vapor density.

During the first 15 to 20 rotations an evolutionary selection of
crystals during growth is evident. The number of columns con-
tinually decreases while their diameter increases. A selection of
the crystallographic orientation with the most favored growth rate
takes place resulting in a strong texture of the TBCs with a$100%
plane parallel to the interface. The final morphology of the coat-
ings is mainly ruled by substrate temperature, rotational speed, the
vapor incidence angle, surface roughness of the substrate, energy
of the vapor particles, and also by chamber pressure, curvature of
the substrate, and deposition rate.

Cooling after deposition finalizes the manufacturing of an EB-
PVD TBC. Here, only slightly different stresses in the TGO and in
the TBC may occur because of different cooling rates at different
locations. Large components may cool differently at various posi-
tions because of the unbalanced mass distribution which can cause
detrimental stress peaks.

In the present study three different microstructures of the co-
lumnar ceramic layers were chosen for further evaluation:

• a fine-columnar structure, obtained at a comparably low sub-
strate temperature and low rotational speed,

• an intermediate-columnar structure, obtained at intermediate
temperature of approximately 1000°C and intermediate rota-
tional speed of 12 min21, and

• a coarse-columnar structure, obtained at high temperature and
high rotational speed.

These microstructures that are exemplified in Fig. 3 can be
characterized by the following features.

The columns of the fine-columnar structure often vary in diam-
eter from root to top and from one column to the other. Nucleation
of new columns at the middle of the height and columns that do
not span from top to bottom across the TBC were frequently ob-
served. The coarse structure is characterized by 10 to 15mm thick,
regular, and parallel columns. Although the coating density is
strongly related to substrate temperature with a higher density for
high-temperature deposited TBCs~Fritscher and Bunk@9#! the
coarse structure seems to exhibit a more open structure. The in-
termediate structure shows features in between fine and coarse.
The differences of the microstructure were less pronounced for the
CMSX-4 coupons than for plates and cylinders because of the
process condition chosen for the individual deposition runs. An
additional difference was that TBCs on plates and cylinders pos-
sessed tilted columns while on coupons columns were oriented
rectangular to the surface. A model was proposed~Schulz et al.
@10,11#! that describes the microstructure of EB-PVD PYSZ coat-
ings as a function of both temperature and rotation of the samples,
thereby extending the classical structural zone model given by
Movchan and Demchishin@12#.

Cyclic Testing. Weight change versus number of 1 h cycles
data of the CMSX-4 coupons in thermal cyclic tests at 1100°C are
summarized in Fig. 4.

Initially, all samples suffered from weight loss that can be at-
tributed during the initial cycles to TBC chipping at the specimen
edges. However, this was not considered as a failure criterion.
Samples with a fine-columnar structure failed after 750 cycles by
spallation of more than 20 percent of the PYSZ from the surface,
followed by the coarse structure after 850 cycles. Although losing
continuously mass by spallation of the PYSZ, the intermediate
structure survived the 1200-cycles test duration without reaching
the 20 percent failure criterion. The fine and coarse-columnar

Fig. 3 Fractured cross sections of EB-PVD TSCs with fine
„top … and coarse „bottom … microstructure

Fig. 4 Weight change of EB-PVD TBCs on CMSX-4 coupons at
1100°C cycles. Arrows indicate spallation of the TBC.
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structures failed after cooling down from test temperature at the
interface between the bond coat and the TGO with the TGO still
adherent to the PYSZ.

A similar behavior was observed for the IN 100 cylinders in the
second cyclic test with a slightly changed ranking with regard to
TBC microstructures: again, the intermediate structure was the
best followed by the fine and the coarse structures, the latter with
a cyclic lifetime less than half of that of the intermediate. The
results are summarized in Fig. 5. Note that for the intermediate
structure on the coupons a basic lifetime of 1200 cycles was cho-
sen although samples did not fail until the test was stopped.

Although the microstructure of the TBC is only one factor
among others that influences the lifetime, a distinct influence on
the spallation life must be considered. Additionally, the different
specimen geometry has also an influence on cyclic life since on
curved samples it is easier to get a tensile stress component per-
pendicular to the surface while on flat samples the free edges are
more prone to spallation. The present results suggest there is an
optimum microstructure. The larger the variance from the opti-
mum the lower is the cyclic lifetime. As shown by Johnson et al.
@13#, the mechanical behavior of the ceramic layers with various
microstructures is different, especially the elastic modulus and the
stress state, and they are further influenced extensively by
sintering.

Elastic Modulus. A wide range of in plane Young’s moduli
of EB-PVD TBCs has been published. Table 2 summarizes several
room temperature values for YPSZ EB-PVD TBCs. The data mea-
sured by Bartsch@14#, Kirchhoff @15#, Morell @16#, and Szu¨cs @5#
originate all from TBCs produced in the same coaters at DLR as
the samples of the present study. Therefore, the morphologies
were similar to the intermediate structure and hence differences of
the values in Table 2 must be attributed to other effects than the
origin of the samples.

A number of factors must be considered that influence the elas-
tic moduli of those TBCs. We believe that the most important
factors are

• microstructure of the TBC.
• stress state of the TBC ruled by:

• substrate material,
• type of sample~free-standing or composite!, and
• loading mode~tensile, compression, bending, etc!.

• orientation of the measured modulus~parallel or perpendicu-
lar to rotational axis, in-plane or parallel to columns!.
• crystallographic orientation of the stabilized zirconia TBC.
• methodology of the measurement.

Of course, the modulus increases significantly by thermal ex-
posure or in service. Taking one special method into account,
namely the DMA, the large difference between Young’s moduli of
free-standing TBCs and of TBC composites~TBC attached to a
bondcoated substrate! is noticeable. Obviously, the stress state is
different for both conditions since a composite TBC will be under
compression at room temperature because the thick and stiff sub-
strate dictates the strain during cooling from processing tempera-
ture according to its higher thermal contraction while a free-
standing TBC is nearly stress free. Interestingly, free-standing
TBCs exhibit a concave shape if the upper side of the PYSZ
coating is considered. In addition to the differences in the micro-
structure between top and bottom of the TBC as discussed above,
a stress gradient through the thickness of the ceramic layer is
evident. After annealing above 1000°C the extent of curvature
decreases, indicating stress relaxation in the coating. For real TBC
systems attached to a metallic blade or vane these findings imply
the presence of a stress gradient in the PYSZ. The gradient in-
cludes compressive stress components near the bond coat/TBC
interface and much lower compressive or even tensile stresses
near the free surface of the PYSZ top coating, which are super-
imposed by inherent thermal mismatch stresses. After annealing,
stress relaxation by plastic flow and sintering results in a lower
radius of curvature of the free-standing TBCs.

The anisotropy of EB-PVD processed PYSZ coatings is caused
by several phenomena. Firstly, substrate rotation during deposi-
tion causes a bent columnar microstructure in only one direction
which in turn leads to different in-plane moduli. Data reported by
Johnson@13# and Szu¨cs @5# clearly demonstrate this anisotropy
~Table 2!. Parallel to the rotational axis significantly higher
Young’s moduli were observed than perpendicular. Secondly, be-
cause of the strong texture of EB-PVD TBCs~Schulz et al.@17#!
and the crystallographic anisotropy of tetragonal stabilized zirco-
nia, the mechanical properties differ both in the plane parallel to
the interface and perpendicular to it. Thirdly, in growth direction
of the columns perpendicular to the metallic substrate variations
of the microstructure from bottom to top cause an anisotropic
stress field as stated before. It is difficult to separate these inter-
acting factors from each other but they all contribute to the strong
anisotropic properties of EB-PVD TBCs.

Notably, the columnar structure shows a different elastic behav-
ior under compression and under tension. While under tension the
columns can widely accommodate strain, the degree of mechani-
cal interconnection between single columns is much higher under
compression. This leads to a strain-dependent Young’s modulus of
the TBC. Figure 6 shows schematically the trends obtained during
the first heating of composite samples~after Szu¨cs @5#!. Because
the uncertainties caused by inaccurate input values into the calcu-
lation were quite high only the trends and not the absolute values
are plotted. At least data indicated that, as one might expect, in-
creasing tensile stresses reduce the Young’s moduli.

In order to study the influence of the microstructure on Young’s
modulus in detail, the three different TBCs were measured as
free-standing layers in the three-point-bending arrangement using
the dynamical mechanical analysis~DMA !. The results are shown
in Fig. 7.

Generally, modulus values increase with increasing tempera-

Fig. 5 Normalized cyclic lifetimes obtained in two alternative
furnace tests at 1100°C

Table 2 Room temperature Young’s modulus of YPSZ EB-PVD
TBCs

E in GPa Method Reference

210 Bulk
TBC composite

35 tensile test Bartsch@14#
42 tensile test Meier@21#

50–55 laser acoustic test Kirchhoff@15#
100 laser ultrasonic~compression! Morell @16#

15–771 resonant flexural frequency Johnson@13#
10–302 resonant flexural frequency Johnson@13#

27 3-point-bending~DMA ! Szücs @5#
Free-Standing TBC

13–151 3-point-bending~DMA ! Szücs @5#
62 3-point-bending~DMA ! Szücs @5#

1i to rotation axis,
2' to rotation axis
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ture. Furthermore, a more pronounced increase of the modulus
above 900°C is noticeable for all microstructures. This corre-
sponds to the start of high-temperature related phenomena like
sintering and creep. Among the three microstructures compared in
this study, the intermediate structure exhibits the lowest modulus
and the longest cyclic lifetime, too. If the columnar structure is
closer packed and less inter-columnar spacing exists higher stress
levels as well as higher Young’s moduli will occur. This was ob-
served, indeed, for the fine columnar structure which was assumed
to fail early because of higher stresses at the same strain~Fig. 5!.
On the other hand, the coarse structure exhibited a comparable
low modulus but suffered from early failure. In this case, the
regular and parallel columns may provide vertical crack paths that
lower the resistance against crack propagation. As shown by
Johnson@13# low residual stress levels and low in-plane moduli
result in a higher TBC strain tolerance as similarly observed in the
present study. Contrarily, the inferior behavior of the coarse struc-
ture with a low elastic modulus showed that the Young’s modulus
is only one factor among others that controls the cyclic life of a
TBC system. Substrate material, bond coat oxidation, and sinter-
ing of the TBC are examples for other important life-determining
factors. For the coupon samples, the TGO formation during cyclic
testing was nearly identical for all three microstructures~Leyens
et al. @2#!. The choice of the substrate alloy has a large influence
on lifetime with nearly a doubled number of cycles to failure for
IN 100 compared to CMSX-4~Kaden et al.@18#!, indicating that
chemical factors affecting the adherence of the TGO to the bond
coat play a critical role.

A recent study by Walter and Eigenmann@19# on the same three
microstructures showed also significant differences of the TBC
behavior under mechanical load in a four-point-bending arrange-
ment. Two micro transducers were mounted on the metallic side
of flat samples. Various information obtained from acoustic emis-
sion ~AE! were analyzed, in particular signals above a set thresh-
old ~a cascaded hit!, counts, amplitude, and energy of the counts.
Uncoated bar metal specimens were used to separate the AE data
associated with the coating from that of the metal or of the loading
machine.

By summing the hits for the duration of each loading, the dif-
ferent microstructures have been compared for the TBC in tension
and compression as well. Under tension, events are recorded ear-
lier in the loading history for the fine structure compared to the
coarse microstructure. Whereas the coarse microstructure behaved
better under tension, it performed significantly worse than the
other two microstructures under compression. It was argued by
Walter and Eigenmann@19# that the smaller inter-columnar vol-
ume in the coarse microstructure absorbs compressive deforma-
tion, and that therefore the coarse microstructure is unable to ac-
commodate as much compressive deformation as the intermediate
and the fine microstructures. The intermediate structure showed an
ordinary behavior under both tension and compression and may
therefore be favored under the complex loading during thermal
cycling where, for example, during rapid cooling of the TBC from
the outside tension may occur in the ceramic while it is under
compression at room temperature. Thus, the behavior in the
acoustic emission monitored four-point-bending experiment pro-
vided some additional information regarding the ranking in cyclic
testing shown in Fig. 5.

Cyclic Hot Corrosion Testing. Recent results on the hot cor-
rosion behavior of TBC systems at 950°C indicate that the PYSZ
microstructure may play a critical role~Leyens et al.@20#!. The
fine columnar microstructure failed much earlier than the interme-
diate and coarse microstructures~Fig. 8!. However, unlike for
oxidation alone, the presence of molten deposits on the surface of
the PYSZ coatings affects the durability of the TBCs with regard
to its resistance to deposit infiltration, rather than regarding the
mechanical properties of the ceramic top layer itself. It was ob-
served that TBC failure by spallation of the PYSZ occurred earlier
if the inter-columnar volume was higher, as in the case of the fine
columnar microstructure, since a larger amount of deposits pen-
etrates the PYSZ and subsequently attacks the alumina scale at the
bond-coat PYSZ interface.

Clearly, failure occurred, once the deposits had reached the
metal-oxide interface and had caused hot corrosion attack of the
bond coat~Fig. 9!. Formation of voluminous oxide with high po-
rosity facilitates crack propagation within the oxide scale, finally
leading to delamination of the ceramic top layer.

At present, it is believed that the effect of different PYSZ mi-
crostructures is rather indirect by simply providing more or less

Fig. 6 Young’s modulus of various EB-PVD TBCs having dif-
ferent thickness as a function of mechanical load

Fig. 7 Young’s modulus of free-standing EB-PVD TBCs with
different microstructures

Fig. 8 Lifetime of different PYSZ microstructures tested under
sodium sulfate hot corrosion conditions at 950°C
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pathways for deposit infiltration. However, promotion of
sintering-like effects observed in the presence of nominally corro-
sive deposits may also affect the PYSZ properties directly by
changing the mechanical properties of the ceramic layer similar to
mechanisms observed for oxidation exposure alone.

Conclusions
Partially yttria-stabilized zirconia TBCs produced by EB-PVD

have been examined. Formation of a thermally grown oxide al-
ready during processing and the development of a zone with equi-
axed grains close to the interface to the bond-coat TBC followed
by layers of bent columns are the consequence of the deposition
conditions prevailing during the manufacture of the coatings.
Three different microstructures of the TBC, namely a fine, inter-
mediate, and coarse-columnar structure, were achieved by appro-
priate combinations of substrate temperature and rotational speed
during the EB-PVD process. The investigations lead to the follow-
ing conclusions:

• The cyclic life of the intermediate structure demonstrated su-
perior behavior in cyclic testing at 1100°C on two different sub-
strate alloys. The ranking of the fine and coarse-columnar micro-
structures was inconsistent for different sample geometries and
substrate alloys.

• Cyclic lifetime and Young’s modulus correspond to each
other to a great extent with longer lifetimes for the low modulus
TBCs.

• The Young’s modulus of EB-PVD TBCs is strain-dependent
with significantly higher values under compression than under
tension. This leads to differences in the acoustic emission behav-
ior of the three microstructures between compression and tension.

• In hot corrosion test the inter-columnar spacing may be a
dominating life-determining factor.
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Development of Hexaaluminate
Catalysts for Combustion of
Gasified Biomass in Gas Turbines
There is an increasing interest in catalytic combustors fuelled by low-heating value (LHV)
gases, with a LHV of 5–7 MJ/Nm3. This is because catalytic combustion could be advan-
tageous compared to flame combustion with respect to stable combustion of LHV-gases
and low conversions of fuel-N (mainly NH3) to NOX. In the present project, funded by the
EU Joule Program, catalytic combustion of gasified wood for gas turbine applications is
studied. A synthetic gas mixture of H2, CO, CO2, H2O, CH4, N2, and NH3, that
resembles the output from a fluidized bed gasifier using biomass as raw material, is used.
The gas mixture is mixed with air at atmospheric pressure and combusted over wash-
coated cordierite monoliths in a bench-scale laboratory quartz-reactor. The objectives of
the work described here are twofold. To begin with, improvement of the thermal stability
of hexaaluminate washcoats by substitutions of rare earth or transition metal compounds
is being studied. Secondly, catalytic combustion of gasified biomass over these washcoats
has been studied in a bench-scale unit. In this on-going project, obtained result show that
it is possible to improve the surface area of hexaaluminate compounds up to 17 m2/g after
careful synthesis and calcination up to 1400°C for four hours. The selectivity of
NH3-conversion to N2 is at present at 60 percent, but varies strongly with temperature.
Fuel components such as H2, CO, C2H4, and NH3 ignite at temperatures close to
compressor outlet temperatures. This means that a pilot-flame may not be needed for
ignition of the fuel. A comparison between a Pd-impregnated lanthanum hexaaluminate
and a Mn-substituted lanthanum hexaaluminate showed that the ignition temperature and
the NOX-formation varied strongly over the two different catalysts.
@DOI: 10.1115/1.1335478#

Introduction
High-temperature catalytic combustion is a challenging and

very promising alternative to ordinary flame combustion in gas
turbine combustors@1#. The main advantages with a catalytic
combustor are ultra-low emissions of nitrogen oxides (NOX), car-
bon monoxide~CO!, and unburned hydrocarbons~UHC!. This has
been shown in pilot tests with hybrid combustors fuelled by natu-
ral gas in the U.S.@2# and Japan@3,4#. The emission levels are
ultra-low, since the catalyst stabilizes combustion of a lean fuel-
to-air mixture. Consequently, thermal-NOX produced from N2 and
O2 in the combustion air at peak temperatures is heavily reduced.
Catalytic combustors are now being tested in commercial applica-
tions in California and are believed to be very cost-competitive.
This is in comparison to the cost for a commercial gas turbine
equipped with dry low-NOX technique coupled with SCR to reach
the same ultra-low emission standards.

In parallel to the worldwide activities in the field of catalytic
combustion of natural gas, there is an increasing interest in cata-
lytic combustors fuelled by low-heating value~LHV ! gases, such
as gasified biomass. This is because catalytic combustion could be
advantageous compared to flame combustion with respect to
stable combustion of LHV gases@5# and low conversions of
fuel-N to fuel-NOX @6–8#. The gas is produced from thermo-
chemical conversion of biomass@9#, i.e., renewable materials such
as wood, fast-growing energy crops or agricultural residues, in a
gasifier. In the gasifier, usually a pressurized or atmospheric flu-
idized bed reactor, biomass is partly combusted and gasified in air

at high temperatures, which yields a gas mixture, a liquid residue
and a solid residue. After gas cleaning, the gas mixture could be
used as a fuel for heat and electricity production or as raw mate-
rial for production of chemicals.

Substituted hexaaluminates are very promising materials for
use as high-temperature combustion catalysts@10–13#. This is
true especially for hydrogen and carbon-monoxide-rich LHV-
fuels, since fuel components such as H2, CO, C2H4, and NH3
ignite at low temperatures over these catalysts, compared to
methane-rich natural gas.

The objective with the present work was to study catalytic com-
bustion of a synthetic gasified biomass over lanthanum hexaalu-
minates, substituted with transition metals or impregnated with
palladium. The hexaaluminates were washcoated, i.e., applied as a
thin layer, on cordierite monoliths. The monolith substrates were
mounted in a bench-scale reactor, and tested with emphasis on
ignition of gasified biomass, especially combustion of
CO-H2-CH4-mixtures, and the formation of NOX from fuel-NH3.
In addition to the combustion tests, a series of calcinations was
made to study the thermal stability of lanthanum hexaaluminates
substituted by barium, manganese, and iron.

This work is part of the European ULECAT-project, a French-
Italian-Swedish program with the objective to develop and assess
the feasibility of an ultra-low emission gas turbine in the range of
1 to 5 MWe. The gas turbine should be able to run with both
biomass derived and liquid fuels. The overall progress in the first
three-year phase of this project that started in May 1996 is re-
ported elsewhere@14#.

Experimental

Preparation and Testing of the Catalysts. Hexaaluminate
powders, were prepared by adding aluminum, rare earth, and tran-
sition metal nitrates dissolved in water to an aqueous carbonate
solution (pH'9.0). This carbonate preparation is described in

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, Sweden,
June 2–5, 1998; ASME Paper 98-GT-338. Manuscript received by IGTI Mar. 18,
1998; final revision received by the ASME Headquarters Mar. 23, 1999. Associate
Editor: R. Kielb.
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more detail elsewhere@15#. The precipitate was washed, dried,
calcined in air to 1000°C, and ball-milled in a water slurry over
night. The cordierite monoliths~400 cpsi! were dipped into the
ball-milled slurry to apply a thin layer of the hexaaluminate pow-
der uniformly onto the monoliths according to common washcoat-
ing procedures. Samples of pure lanthanum hexaaluminate
(LaAl11O18), calcined to 1200°C, were impregnated with palla-
dium, by addition of dissolved Pd-nitrate to the ball-milled slurry
of hexaaluminate before the washcoating step. The washcoated
monoliths were calcined to 1000°C in air and thereafter mounted
in a bench-scale quartz reactor. In this reactor, outlined in Fig. 1,
it is possible to mix, combust, and analyze a synthetic gas mixture
that resembles real gasified biomass mixed with air. The gas
hourly space velocity~GHSV! over the monolith segment was
50 000 h21 ~m3 gas/m3 monolith volume!.

Characterization of the Catalysts. For characterization of
the thermal stability of the hexaaluminate powders, a series of
calcinations to 1000, 1200, and 1400°C in dry air was made in a
tubular furnace. The x-ray diffraction patterns~XRD! were re-
corded with a Siemens Diffraktometer 5000 scanning 2u from
15°–80° using monochromatized Cu-Ka radiation. Specific sur-
face area was measured according to the Brunauer-Emmet-Teller
~BET! method with N2 adsorption at liquid N2 temperature on a
Micromeritics ASAP 2000/2010.

Specifications of the Low-Heating Value Fuel Gas. Com-
position of the gasified biomass depends on the method of gasifi-
cation and composition of the raw biomass@9#. Therefore, the
composition of the typical gasified biomass given in Table 1 is an
attempt to summarize the composition of a gas with an LHV of
5–7 MJ/Nm3. In addition to the compounds covered in Table I
~N2, H2, CO, CH4, H2O, C2-C12 hydrocarbons and NH3,! traces of
HCN, sulfur, and alkali compounds could be present in the gas.

In the laboratory testing, not all fuel impurities and trace com-
ponents could be included in the synthetic gas. However, the ef-
fects of some of these components are shortly addressed here. The
amount of trace components and fuel impurities depend on the
gasification process and could effect the catalyst thermal stability
and activity. In this project, separate experiments have been done
to simulate C2-C12 components with C2H4. These experiments
have shown that ethene has a lower light-off temperature than
methane, but higher than CO and H2. Since higher hydrocarbons
will be present in relatively low concentrations, they are not con-
sidered to cause any harmful effects with respect to the catalyst.
HCN have been excluded since it is assumed to behave similarity
to NH3 and it is difficult to handle in the laboratory scale. Alkali
components can cause a change of the solid-state of the catalyst
by adsorption and reaction at the catalyst surface. Thereby, the
thermal stability and catalytic activity will be improved or weak-
ened. Preliminary results show that these effects are very small. It
is also likely that the alkali concentrations at the inlet of the com-
bustor after state-of-the-art gas cleaning will be lower than the 1

ppm range, and needs to be to meet gas turbine specifications.
Separate experiments will be performed with H2S, since sulfur
compounds are usually considered reversible catalyst poisons at
low temperatures. However, the high temperatures in gas turbine
catalytic combustor are likely to weaken these effects over most
catalysts. Other trace components were excluded in the synthetic
gas, but the effects from these trace elements will be treated sepa-
rately in pilot-scale testing during the project and covered in later
publications.

As shown in Table 1 the synthetic gasified biomass is mixed
with air and diluted with excess N2 to decrease the heat evolution
from the exothermic combustion processes during the tests.
Hereby a more uniform temperature profile over the catalyst could
be used in the laboratory experiments. An equivalence ratio of 1/4
was used throughout the whole study.

High-Temperature Catalyst Development
A series of La, Ba, Mn, and Fe-catalysts were prepared to study

the effect of substitution on the thermal stability of the hexaalu-
minates. LaMnAl11O19 ~LMA ! was chosen as the initial composi-
tion, since this catalyst has been previously reported to be very
promising for catalytic combustion, considering both catalytic ac-
tivity and thermal stability@13,16#.

The effects of substituting half of the La with Ba and half of the
Mn with Fe, compared to pure and Pd-impregnated LaAl11O18 are
given in Table 2, together with the target compositions. Initially,
at 1000°C, all samples have similar surface areas~68–95 m2/g!.

After calcination at 1200°C, the LMA-sample is most promis-
ing, with a surface area of 75 m2/g. The Pd-based catalyst was
only characterized after calcination at 1200°C, wet ball-milling
and the washcoating step. Here, the surface areas were compa-
rable to nonimpregnated washcoats~34 m2/g!. Further calcina-
tions of the substituted hexaaluminates up to 1400°C causes an
appreciable decrease in the surface area down to 8 m2/g for all
substitutions except the Ba0.5La0.5Fe0.5Mn0.5Al11O19-sample and
the pure LaAl11O18-sample. The latter two both retained a surface
area around 16–17 m2/g. These results suggest that highly substi-
tuted hexaaluminates would show higher sintering-resistance than
less substituted hexaaluminates. Also, the pure LaAl11O18 has a
high thermal stability, but has very low catalytic activity. A series
of activity tests over the Ba, Mn, and Fe, substituted lanthanum
hexaaluminates in the bench-scale unit used for the combustion
tests described below, showed that their activities for catalytic
combustion of gasified biomass were quite similar.

Fig. 1 Test unit for gas mixing, furnace with reactor and gas
analysis

Table 1 Composition of N 2-diluted synthetic gasified biomass,
mixed with air, based on a typical biomass gas composition
that resembles the gas composition after air gasification of
wood
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The formation of the pure hexaaluminate crystal phase was
confirmed by XRD analysis. All samples showed pure hexaalumi-
nate phases and no other single metal oxide or mixed metal oxide
phases, such as perovskites or spinels, could be detected.

Bench-Scale Laboratory Testing
A study on catalytic combustion of synthetic gasified biomass

mixed with air was made in a small bench-scale test unit, depicted
in Fig. 1. The results reported here are over Mn-substituted lan-
thanum hexaaluminate (LaMnAl11O19) washcoated cordierite
monoliths and lanthanum hexaaluminate-supported palladium ox-
ide (PdO/LaAl11O18) washcoated cordierite monoliths, referred to
asLMA andPLA , respectively.

Figure 2~a! shows conversion of CO, H2, and CH4 over LMA
washcoats. The sequence of ignition is CO, H2, and CH4, reflect-
ing the higher catalytic activity of CO and H2 combustion com-
pared to CH4 combustion. The results shown here in a monolith
reactor correspond to previous results shown in single channel
annular microreactor@13#. A temperature above 500, 550, and
650°C is needed to convert more than 50 percent of the inlet
concentration of CO, H2, and CH4, respectively. At temperatures
above 800°C all CO, H2, and CH4 are completely converted to the
combustion products CO2 and H2O.

The conversion of NH3 and the yield of NO and NO2 is shown
in Fig. 2~b!. Conversion and yield is defined as follows:

conversion 5 1-~outlet concentration/inlet concentration!
yield 5 outlet concentration/inlet concentration

Here, the yield of NO and NO2 is based on the inlet concentration
of NH3 and the conversion of the fuel component is based on the
inlet concentration of each fuel component, respectively. The re-
sults show that NH3 is converted at relatively low temperatures,
actually lower than CO, to the main products N2, NO, NO2, and
N2O. In the current unit, N2, NO, and NO2 can be detected, but
not N2O. However, formation of N2O is assumed relatively low
and this specie is not stable at higher combustion temperatures
@17#.

Figure 2~b! shows that NO and NO2 are the major compounds
formed at inlet temperatures between 500 and 800°C. The two NO
peaks at 500 and 700°C occur at ignition of CO-H2 and CH4,
respectively. This suggests that the catalyst promote formation of
NO at the light-off temperatures of CO-H2 and CH4. At higher
temperatures, above 700°C, the formation of NO and NO2 de-
creases down to a minimum yield of ca. 40 percent. This means
that circa 60 percent of the fuel-bound nitrogen (NH3) is con-
verted to N2.

Results from the catalytic combustion of the synthetic gas mix-
ture over the Pd-based catalyst PLA are shown in Fig. 3~a!. The

ignition of the fuel components and the formation of nitrogen
oxides is different from the results shown for the LMA-catalyst.

Ignition of CO and H2 is instantaneous at 230°C and is fol-
lowed by a smooth ignition of CH4, until the PdO is reduced from
an oxidized highly active state to a less oxidized and less active
state, at temperatures around 550–700°C. This transformation is
well-known from literature and discussed in more detail for meth-
ane combustion elsewhere@18#. The results shown here confirm

Fig. 2 „a… Conversion of H 2, CO, and CH4 over LaMnAl 11O19;
„b… conversion of NH 3, yield of NO and NO 2 over LaMnAl 11O19

Fig. 3 „a… Conversion of H 2, CO, and CH4 over PdO ÕLaAl 11O18;
„b… conversion of NH 3, yield of NO and NO 2 over PdO ÕLaAl 11O18

Table 2 BET specific surface area after consecutive calcina-
tion in flowing air at 1000 °C „4h…, 1200 °C „4h…, and 1400 °C
„4h…, respectively
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earlier result for methane, i.e., a strong decrease in methane com-
bustion activity as the highly active palladium oxide is converted
to a less active palladium species with less oxygen.

However, no decrease in activity for H2 and CO combustion is
seen, suggesting that both palladium species are active enough for
100 percent conversion of H2 and CO at temperatures above
600°C. NH3 is ignited instantaneously together with CO and H2
over the Pd-catalyst. The formation of N2 is typically low and
reaches less than 10 percent yield, but increases appreciably above
700°C up to a maximum ca. 50 percent yield, cf. Figure 3~b!. The
strong increase occurs at the same temperature that PdO is trans-
formed to a less oxidized state. These results indicates that this
less active Pd-species would have a stronger selectivity towards
formation of molecular nitrogen than the more active PdO-
species. The formation of NO2 is less than 10 percent and de-
creases to insignificant levels compared to NO above 800°C.

Pilot-Scale Testing
The catalysts developed in this project are also going to be

tested in two pilot-scale test units. The tests in the first unit are
accomplished in cooperation with TPS AB in an atmospheric
combustion chamber, 78 mm in diameter, connected to a small-
scale gasifier. The second unit is situated at The Division of Heat
and Power Technology at KTH~Royal Institute of Technology!
with a pressurized~4 bar! combustion chamber, 150 mm in diam-
eter. Here, a synthetic gasified biomass fuel is produced by cata-
lytic reforming of a mixture of air, LPG and CO2 and addition of
NH3. The first results from these pilot-scale units will be reported
during the spring 1998. In both these pilot-scale tests higher space
velocities will be applied. Approximately, an industrial gas tur-
bine catalytic combustor will run at space velocities around
200,000 h21, i.e., three to four times higher than in the laboratory
scale test reported here, corrected for inlet pressure. This increase
in space velocity is likely to increase the ignition temperature of
the catalyst. Higher pressures will be applied in the second unit,
but the effect of a higher pressure is more difficult to foresee,
especially considering the synergistic effects from the LHV-fuel
mixture. However, no large pressure effects are expected for the
catalytic reactions. In the TPS reactor, a real gasifier gas will be
used, hence effects from fuel impurities will be considered in
these tests.

Concluding Remarks
It has been shown possible to prepare single-phase hexaalumi-

nate powders that retained surface areas up to 17 m2/g after cal-
cination to 1400°C. The best results were achieved for nonsubsti-
tuted lanthanum hexaaluminate and for a Ba, Mn, and Fe
substituted lanthanum hexaaluminates.

Catalytic combustion of a synthetic gasified biomass in small
bench-scale tests with monolithic samples showed that it was pos-
sible to ignite CO and H2 at 230°C over hexaaluminate-supported
Pd catalyst~PLA! and at 400 to 600°C over a Mn-substituted
lanthanum hexaaluminate catalyst~LMA !. The LMA-catalyst
showed a higher yield of N2 from fuel-NH3 compared to PLA, 60
percent N2 compared to 50 percent N2, at temperatures around
800°C. The overall objective in this project is to increase the
conversion of fuel-N to N2 to at least 90 percent, by utilizing a
catalytic combustion chamber. The results on fuel-NOX formation
shown here for a Pd-based catalyst are somewhat lower than could
be expected for a noble metal catalyst compared to transition
metal oxide-based catalysts@1#, since noble metal-based catalysts
typically have a high formation of fuel-NOX. However, the tests
described here have been made at elevated temperatures, up
950°C, with transformation of the active Pd-species and with a
fairly complex gas mixture, indicating that synergistic reactions at
high temperatures might influence the NOX-formation. However,
the transition metal substituted hexaaluminates still showed higher
conversions of fuel-NH3 towards N2, as expected. It was also
shown that the catalyst composition influenced the conversion of

the CO and H2-rich low heating value fuel gas largely. Hence, by
varying of the catalyst composition it should be possible to influ-
ence the conversion of different fuel-components at different
stages and thereby control the temperature evolution in the com-
bustion chamber. This could be used to tailor the design of seg-
mented catalytic combustion chamber to obtain lower emissions
of NOX, and stabilize the combustion of the dilute LHV-gas.

The reaction route from NH3 to molecular N2 or NOX is not
fully understood, but it is clear that it involves several steps. One
possible route from NH3 to N2 can be the formation of NOX that
is consecutively reduced to N2 by remaining fuel components.
These reactions are usually very temperature sensitive, both in
heterogeneous@8# and homogeneous combustion@9#, which im-
plies that it will be important to control the temperature in the
different segments in the catalytic combustor.
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Measurement of Transfer
Matrices and Source Terms
of Premixed Flames
An experimental method to determine the thermoacoustic properties of a gas turbine
combustor using a lean-premixed low emission swirl stabilized burner is presented. To
model thermoacoustic oscillations, a combustion system can be described as a network of
acoustic elements, representing for example fuel and air supply, burner and flame, com-
bustor, cooling channels, suitable terminations, etc. For most of these elements, simple
analytical models provide an adequate description of their thermoacoustic properties.
However, the complex response of burner and flame (involving a three-dimensional flow
field, recirculation zones, flow instabilities, and heat release) to acoustic perturbations
has—at least in a first step—to be determined by experiment. In our approach, we de-
scribe the burner as an active acoustical two-port, where the state variables pressure and
velocity at the inlet and the outlet of the two port are coupled via a four element transfer
matrix. This approach is similar to the ‘‘black box’’ theory in communication engineering.
To determine all four transfer matrix coefficients, two test states, which are independent in
the state vectors, have to be created. This is achieved by using acoustic excitation by
loudspeakers upstream and downstream of the burner, respectively. In addition, the burner
might act as an acoustic source, emitting acoustic waves due to an unsteady combustion
process. The source characteristics were determined by using a third test state, which
again must be independent from the two other state vectors. In application to a full size
gas turbine burner, the method’s accuracy was tested in a first step without combustion
and the results were compared to an analytical model for the burner’s acoustic properties.
Then the method was used to determine the burner transfer matrix with combustion. An
experimental swirl stabilized premixed gas turbine burner was used for this purpose. The
treatment of burners as acoustic two-ports with feedback including a source term and the
experimental determination of the burner transfer matrix is novel.
@DOI: 10.1115/1.1383255#

Introduction
Thermoacoustic combustion instabilities are a cause for con-

cern in many combustion applications such as household burners,
gas turbines, and rocket engines. Combustion instabilities cannot
only increase emissions of noise or pollutants such as unburnt
hydrocarbons or oxides of nitrogen, but also lead to very high-
pressure pulsations, resulting in structural damage of the combus-
tor. If they occur, combustion instabilities may interfere with the
operation of the combustion system or limit at least its operational
range. Pressure amplitudes are, i.e., in the order of 1 percent of the
mean operating pressure but can also be as large as 10 percent of
the mean operating pressure as observed in solid propellant rocket
motors~@1#!. As the oscillation amplitudes scale linearly with the
mean pressure and operating pressure ranges up to 35 MPa, the
resulting pressure oscillation can reach considerable amplitudes,
on the order of atmospheric pressure. For stationary gas turbines
the drive for lower emissions of oxides of nitrogen has lead during
the last decade to the wide spread of lean premix burners and
convectively cooled combustion chambers. These technological
changes have resulted in a reduced stability of flame anchoring
and lower acoustic damping. Consequently, modern gas turbines
are more susceptible to combustion driven oscillations and the
importance of thermoacoustic phenomena in gas turbine combus-
tors has increased sharply.

Thermoacoustic instabilities involve a feedback cycle compris-
ing fluctuations in acoustic pressure, velocity, heat release rate,
and the acoustic characteristics of the combustor and air supply,
which act as resonators. Lord Rayleigh@2# deduced a fundamental
stability criterion for thermoacoustic oscillations: nonsteady heat
release can enhance acoustic oscillations if the heat release rate
peaks at the moment of greatest compression. Although this crite-
rion provides merely a necessary but not a sufficient condition for
instability, as it does not take into account the stabilizing influence
of dissipation of acoustic energy, it expresses essential physical
insight into the problem of thermoacoustic instability. The Ray-
leigh criterion also illustrates that the stability analysis of a com-
bustion system requires detailed knowledge of the phase relation-
ship between pressure oscillations and the various processes
controlling the rate of heat release.

Thermoacoustic systems can be represented conveniently as a
network of acoustic elements which correspond to various com-
ponents of the system, e.g., fuel and air supply, burner and flame,
combustor, cooling channels, suitable terminations, etc.~@3,4#!.
This approach has often been used in the acoustic analysis of
ducts and mufflers~@5#!. The elements in such a network can be
described as acoustic multiports. For many of these elements,
simple analytical models, based on linearization of the governing
equations, provide an adequate description of their thermoacoustic
properties. However, the complex response of burner and flame to
acoustic perturbations has—at least in a first step—to be deter-
mined by experiment. In our approach the ‘‘black box’’ theory
used in communications engineering has been extended to treat
problems of combustion generated sound. This method has been
successfully applied to describe fluid machines as acoustical multi
ports ~e.g.,~@6–10#!. We describe the burner and the flame as an

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-133. Manuscript received by IGTI, Oct. 1998; final
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active acoustical two-port, where the state variables pressure and
velocity at the inlet and the outlet are coupled via a four element
transfer matrix~@11#!.

The interaction between large scale coherent structures which
are related to flow instabilities~@12#!, the heat release and the
combustor acoustics was shown to be a driving mechanism lead-
ing to unstable combustion~@13–18#!. Theoretical flame models
have been derived to describe the relationship of unsteady heat
release, acoustics and flow perturbations, e.g., in afterburners
~@19#! flat flames in open tubes~@20#! and in simple experimental
premix burners~@21#!. However, the highly three-dimensional
flow field of a swirl stabilized burner and the interaction between
heat release and the flow field still requires experimental determi-
nation.

The suggested approach of experimental determination of the
burner transfer function in this paper can be used to shed light into
flame/acoustic interaction and will allow the development of an
empirical flame model for swirl stabilized premixed combustion.

Noise Generation in Combustors
An overview illustrating some basic mechanisms of thermoa-

coustic instability is given in Fig. 1. The definition of a simple
combustion system consisting of a hood, the swirl stabilized
burner, and the combustion chamber is given in Fig. 2. Burner
flow turbulence and flow instabilities~which are manifested in the
shedding of vortices influence the momentary rate of fuel con-
sumption at the flame front. As a consequence, fluctuations in heat
release occur that result in fluctuations in pressure and velocity.
The downstream traveling waves will be reflected by the acoustic
boundary conditions of the combustor exit and lead to pressure
and velocity oscillations at the burner exit. This feedback cycle
will again cause fluctuations in heat release. Furthermore, the
fluctuations in pressure and velocity may result in inhomogene-
ities in the equivalence ratio, which are convected by the mean
flow towards the flame. As these inhomogeneities are consumed
by the flame, they will influence the momentary heat release rate,

and therefore also the rate of volume production, which couples
via the impedance at the burner exit with the system acoustics. In
addition to this direct interaction, there is a second mechanism
that couples equivalence ratio fluctuations with the system acous-
tics: the adiabatic flame temperature of richer~leaner! ‘‘pockets’’
of mixture is higher~lower! than average. Thus, equivalence ratio
fluctuations will lead to fluctuations in the hot gas temperature
downstream of the flame, i.e., so-called entropy waves. The en-
tropy waves are convected downstream by the mean flow and
couple at the choked combustor exit with the system acoustics.
Entropy waves are considered in our simulation of the combustor
but will not be discussed in this paper.

Modeling of Thermoacoustic Systems

The Network Representation of Thermoacoustic Systems.
A thermoacoustic system can be represented as a network of
acoustic elements, which correspond to various components of the
system, e.g., ducts, area changes, nozzles and diffusers, and the
burner with flame. The network representation of a generic gas
turbine combustor is shown in Fig. 2.

Under the assumption of harmonic time disturbances exp(ivt),
the unknowns of the system are the amplitudes of acoustic vari-
ables at the end points of these elements. The equations of linear
acoustics are then used to generate coupling relations—i.e., fluc-
tuations of velocityv and pressurep—across every element. As a
simple example, consider a duct of lengthL. The propagation of
acoustic waves traveling in up and downstream direction yields
the relation

S pd

vd
D5S cos~kL! iZ0 sin~kL!

1

Z0
i sin~kL! cos~kL! D S pu

vu
D , (1)

between pressurep and velocityv at the up and downstream end
~subscriptedu andd, respectively!. Here,Z05rc is the character-
istic impedance andk is the wave number, equal to the ratio of
angular frequencyv and sound speedc in the case of plane waves
without mean flow and dissipative effects. The matrix in Eq.~1! is
called the transfer matrixT of the element.

Each of the elements in Fig. 2 relates acoustic pressure and
velocity ~or incoming and outgoing Riemann in variants, which
represent the up and downstream traveling waves! on both sides in
a simple algebraic way as shown in Fig. 3. Physically it does not
matter if an element relates the Riemann-invariants or the acoustic
pressure and velocity, since they can be related to each other using
Eqs.~2! and ~3!

Fig. 1 Noise generation in combustors

Fig. 2 Example of modeling the combustor as a network of
acoustic elements
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p~v!

rc
5 f 1g, (2)

v~v!5 f 2g. (3)

It is merely a matter of convention as to which of these represen-
tations is used.

The representation of the transfer matrix of a simple tube in
terms of Riemann invariants is

S f d

gd
D5S e2 ikL 0

0 eikLD S f u

gu
D , (4)

Equivalently, the Riemann invariants can be related by a scatter-
ing matrix

S f d

gu
D5S e2 ikL 0

0 e2 ikLD S f u

gd
D , (5)

which relates the incoming signal (f u ,gd) to the outgoing signal
( f d ,gu).

The thermoacoustic description of a complete combustion sys-
tem of equationsS•u5d is obtained by combining the coeffi-
cients of all the transfer matrices of all elements into one System
matrix S and all unknowns in a vectoru. The vectord represents
the driving forces in the system.

The Flame Transfer Function. Noise generation problems in
enclosures like duct systems are of special interest because of the
interaction~feedback! of the wave field in the enclosure with the
source. This becomes especially true in thermoacoustic problems,
where a self-excitation mechanism resulting from the interaction
of the sound field in the enclosure and the burner as a sound
source may lead to high pulsation amplitudes. To model noise
generation problems, especially those involving a feedback cycle
as in thermoacoustics, it is essential to characterize the noise
sources. Their strength and interaction with the acoustic wave
field have to be known.

Many noise sources can be calculated from first principles.
However, the highly three-dimensional flow field of a swirl stabi-
lized burner and the interaction between heat release and the flow
field still requires experimental determination. One possibility
which is especially useful in the low-frequency regime is to de-
scribe a burner as an active acoustic two-port. In this approach the
burner is treated as a ‘‘black box.’’ Questions about the internal
character of the system can then be put aside. However, the data
obtained for the burner give valuable information for the formu-
lation of premix flame models.

In the acoustic one-port model the burner and the upstream
conditions are treated as a black box~Fig. 4!. For a measured
source impedanceZs and source strengthvd the upstream condi-
tions are not allowed to change because they will influence these
quantities. For practical applications this implies that the upstream
acoustic boundary conditions being dictated by the plenum in
which the burner is mounted as well as everything upstream of the
plenum has to remain unchanged~as long as they are acoustically
coupled!. Only then, can the measured results be used to model
the combustor.

The shortcoming of the one-port treatment of the burner can be
overcome by describingonly the burner as a black box allowing
‘‘two-ports,’’ designated as input and output~Fig. 5!. Even more
ports are allowed, if, e.g., fluctuations in the fuel supply rate have
a reasonable influence on the acoustic behavior of the burner. In
the frequency domain the two-port can be described by the equa-
tion

S pd

vd
D5S T11 T12

T21 T22
D S pu

vu
D . (6)

Here the subscriptsu and d indicate upstream and downstream
pressuresp and velocitiesv, respectively.

In the transfer matrix above the noise generation of the flame
has not been considered. In order to include a source term the
representation in terms of Riemann invarients is more convenient.
The principle is shown in Fig. 6. In addition to merely coupling
the Riemann invariants across the burner~and flame!, the burner
itself may act as a noise source generating wavesf s andgs . These
waves which are emitted by the burner are uncorrelated with the
soundfield in the combustor, i.e., they do not depend on the in-
coming wavesf u andgd and are thus not included in the transfer
matrix T. This yields the following relation;

S f d

gu
D5S S11 S12

S21 S22
D S f u

gd
D1S f s

gs
D . (7)

The matrix in the above representation is the scattering matrixS
as described by Eq.~5! in the previous section. Equation~7! is the
complete description of an active two-port with a source term. For
each combination of incoming signals (f u ,gd) it provides the out-
going signal (f d ,gu). Note that forf u5gd50 the outgoing signal
is only the source (f s ,gs). The problem here is how to determine
the six unknowns~four elements of the scattering matrix and two
source terms! in Eq. 7 by simply measuring acoustic pressures? A
detailed answer on how to separate the different terms will be
given in the next section; however, since the system consists of
only two equations, three independent test states are required to
solve for the unknowns. Different methods to create these differ-
ent test states are described in Paschereit and Polifke~@22#!. Here,
the test states were created by forcing upstream of the burner, then
downstream and successively at both sides of the burner at the
same time.

Fig. 3 Acoustic elements relating Riemann-invariants or pres-
sure and velocity fluctuatins of both sides of the element

Fig. 4 A burner modeled as an acoustic one-port

Fig. 5 A burner modeled as an acoustic two-port
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Experimental Methods

Experimental Set-Up. The cmbustion facility is shown in
Fig. 7. The atmospheric test rig consists of a plenum chamber
upstream of the swirl-inducing burner and a combustion chamber
downstream of the burner. The plenum chamber contains perfo-
rated plates to reduce the turbulence level of the flow. The circular
combustion chamber consists of an air-cooled double-wall quartz
glass to provide full visual access to the flame. The exhaust sys-
tem is an air cooled tube with the same cross section as the com-
bustion chamber to avoid acoustic reflections at area discontinui-
ties. The acoustic boundary conditions of the exhaust system
could be adjusted from almost anechoic~reflection coefficient
ur u,0.15! to open-end reflection. An experimental swirl stabilized
burner was used in the experiments which were performed using
two operational modes—premixed combustion and partially pre-
mixed combustion~quasi-diffusion flame!. In the premixed mode,
natural gas was injected upstream of the swirling air to premix the
fuel with the air. The flame was stabilized in a recirculation region
near the burner outlet. During nonpremixed combustion a pilot
flame was utilized and the fuel was injected into the recirculation
region resulting in a quasi diffusion flame. Controlled excitation
of the burner flow was accomplished by a circumferential array of
four loudspeakers equally spaced in polar angle. One set of loud-
speakers was placed at a distance ofx/D54.2 upstream of the
dump plane and the second set atx/D59.6 downstream of the
dump plane. The nominal power of the 330-mm speakers was 120
W. Only axisymmetric excitation with the upstream loudspeakers
was used and the loudspeakers were operated at zero-phase
difference.

Pressure fluctuations were measured using water-cooled 1/4 in.
condenser microphones.

Measurement of Acoustic Quantities in Ducts With Mean Flow.
To determine the thermoacoustic characteristics of the burner/
flame the up and downstream propagating waves~Riemann invari-
ants! have to be determined. At least two microphones are re-
quired for this type of measurement. Using two microphones at
two different axial positionsx1 and x2 in a tube the Riemann
invariantsf andg at cross sectionx1 are given by

S f ~x1!

g~x1! D5
1

F22F1 S F2 21

2F1 1 D S p~x1!

p~x2! D . (8)

where F65exp(2ik6(x22x1)) and k65v/c/M61. Once the
Riemann invarients are known at locationx1 they can be stepped
into any locationxi , using the relations

f ~xi !5 f ~x1!e2 ik2~x12x1!,

g~xi !5g~x1!e2 ik2~x12x1!. (9)

In our approach an extension of the two-microphone method,
the multi-microphone method is used to improve the accuracy of
the measured data. Using two pressure signals it is possible to
measure exactly the two quantities, i.e., the incident and the re-
flected wave components. By making more pressure measure-
ments the number of equations is larger than the number of un-
knowns, thus the problem is overdetermined. The calculated
incident f (xi) and reflectedg(xi) wave components are fitted to
the measured quantitiesp(xi) by using the nonlinear Levenberg-
Marquardt method to minimize thex2 quantity in the frequency
domain

x25(
i 50

N21

@~ f ~xi !1g~xi !!2p~xi !#
2, (10)

Fig. 6 Representation of the flame as a sound source

Fig. 7 Experimental arrangement of the combustor
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whereN corresponds to the number of microphones used for the
multi-microphone method.

Determination of the Flame Transfer Function.Assume that
the response of the flame depends only on the acoustic field inci-
dent upon the burner the flame transfer function can be deter-
mined by using, e.g., the two source method. Here, acoustic forc-
ing upstream and downstream of the flame provides two different
acoustic test states to furnish a system of four linear independent
equations with a unique solution for the coefficients ofT:

S pu
~1!

uu
~1!

pu
~2!

uu
~2!

D 5S T11 T12 0 0

T21 T22 0 0

0 0 T11 T12

0 0 T21 T22

D S pd
~1!

ud
~1!

pd
~2!

ud
~2!

D . (11)

where the superscripts refer to the two test states 1 and 2.
The method described above is only applicable if the acoustic

field incident upon the burner was only the result of the loud-
speakers. However, the turbulent flow through the burner and flow
instabilities traveling into the flame may generate sound waves,
which are incoherent with the forcing signal, so that the burner
itself acts as a sound source. Thus the method to measure the
flame transfer function works only when the signal brought in by
the loudspeakers exceeds the noise generated by flow and com-
bustion. A method has been developed which deals with this prob-
lem. Here, the pressure signal picked up by the microphone is
considered to be the sum of three different contributions~Fig. 8!:

• Correlated signal: This contribution is correlated with the ex-
citation signal. These are the signals needed to determine the
transfer matrix. This signal contains the passive contribution of
the burner/flame to an acoustic excitation. Compared to a simple
acoustic element such as the duct described in the previous sec-
tion, the burner/flame might also actively respond to the excita-
tion. A feedback mechanism between, e.g., acoustic waves and
flow instabilities ~or equivalence ratio fluctuations! exists which
might trigger a periodic combustion as the vortices are convected
into the flame. Consequently the transfer matrix also contains an
active part which is coupled to the sound field.

• Coherent uncorrelated signal: This is sound generated by the
flame with a fixed frequency and phase. It is uncorrelated with the
forcing signal but is coherent between multiple axially distributed
microphones and not random. This contribution is referred to as
the source term, and consists of sound generated by the flame or
the flow field in a periodic—not random—way. This contribution
is, e.g., generated by naturally occurring flow instabilities forming
vortices which in turn influence the heat release of the flame.
Equivalence ratio fluctuations leading to~periodic! unsteady heat
release as discussed in Fig. 1 may be an additional mechanism
leading to sound generation by the flame

• Random noise: This contribution is uncorrelated with the
forcing signal and has no periodic component. It can be attributed
to the turbulent flow and subsequent combustion noise. The length

scale of this contribution is much smaller than the axial spacing of
the microphones. As a consequence there is no coherence between
multiple axial distributed microphones

In order to measure the transfer matrix of the flame and a pos-
sible source term a decomposition of the different contributing
signals has to be performed. To determine the transfer function the
only part of the signal needed is the one which is correlated with
the forcing signal. All other contributions are part of the source
term.

The uncorrelated coherent signal and the random noise, which
is generated by turbulence and combustion, can be eliminated
from the measured signal by a cross correlation between the mea-
sured signals and the forcing signal. This measurement gives the
scattering matrix which contains no source term. The source term
can then be determined by an additional measurement without any
excitation and a subsequent substraction of measured signals and
calculated signals using the ‘‘source free’’ scattering matrix which
was described above.

Another method is to use three different acoustic test states to
solve Eq.~7! for the six unknowns. This is the method which was
applied here. Note that this method works as well if more than
three test states are available. The equations can then be solved by
applying the method of least squares. Once the scattering matrix is
found, the source term can be determined by

S f s

gs
D5S f d

gu
D2S S11 S12

S21 S22
D S f u

gd
D . (12)

From the source-free scattering matrix the transfer matrix can be
determined by a simple matrix transformation.

Results and Discussion

The Transfer Matrix Without Combustion. In a first step
the transfer matrix was measured without combustion and without
flow using a pure tone excitation. A model based on the nonsteady
Bernoulli equation for compact elements has been developed
~@22#! and led to the following theoretical coefficients of the trans-
fer matrix

T5S 1rucu FMuS 12z2S Au

Ad
D 2D2 i

v
c L redG

0
Au

Ad

D , (13)

wherep and u are set as variables. The termAu /Ad is the ratio
between the areas upstream and downstream of the burner,z the
pressure loss coefficient of the burner,L red a reduced length ac-
counting for inertia effects of the accelerated air column within
the burner,ru the density upstream of the burner, andcu the speed
of sound upstream of the burner. Good agreement between this
theoretical model was found for low frequencies and confirmed
the validity of the measurement technique. As acoustic radiation

Fig. 8 Different contributions to the measured signal
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and scattering effects might become important for higher frequen-
cies and have not been considered in the model a deviation be-
tween measured and analytical results for the higher frequencies
could be observed.

The Transfer Matrix With Combustion. To determine the
transfer matrix with combustion a total of seven microphones was
used. Three microphones were located at different axial locations
upstream of the burner and four microphones were located down-
stream of the burner. To obtain a low background noise level the

combustion chamber was equipped with an anechoic end. The
multiple source~forcing! method was used to create three differ-
ent test states, i.e., forcing was applied either upstream or down-
stream of the burner or at both sides of the burner simultaneously.

The coherence between the forcing signal and the measured
microphone signals is an indicator for the data quality. The coher-
ence between the forcing signal and the closest microphone to the
burner is displayed in Fig. 9 for the three different test states.
Except for the forcing upstream of the burner the quality of the

Fig. 9 Coherence function Gxy between excitation signal and a microphone downstream of the
burner for three different test states

Fig. 10 The transfer matrix of the burner Õflame including the source term. Solid line: absolute value; dashed line: phase.
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measured signal is good as indicated by a coherence value larger
than 0.5. When forcing upstream the acoustic waves are reflected
by the impedance of the burner resulting in a low level of the
measured signal in the combustion chamber. In addition, low val-
ues only at specific frequencies, as in Fig. 9 are indicative of
microphones placed in pressure nodes. This will be reflected in the
coherence signal between the forcing signal and the specific mi-
crophone. However, for the determination of the transfer matrix a
low coherence in one of the used microphones is not a problem as
multiple microphones are used to determine the wave fields in the
combustor. Using this technique the measurement was less sensi-
tive to errors and a low coherence in one of the microphone sig-
nals, as displayed in Fig. 9, did not cause the method to be
inaccurate.

In a first step the transfer matrix was calculated without sepa-
rating the source term using Eq.~1!. The coefficients are displayed
in Fig. 10 in a frequency range of 40, f ,400 Hz. The coefficient
T11 is close to unity for frequenciesf ,250 Hz. The spike atf
5120 Hz is believed to be related to the source term contribution,
which has not been separated from the transfer matrix displayed in
Fig. 10. For f .250 Hz an increase to 2 can be observed.T12
shows almost linear behavior for frequenciesf .250 Hz as pre-
dicted by the model without flame Eq.~13!. However, in the low-
frequency range a deviation between the model and the measure-
ment can be observed.T12 does not decrease with decreasing

frequency as expected from the model but remains constant and
shows even a slight increase. This behavior might be attributed to
a source term. A similar behavior can be observed forT22.

It was thus of further interest to determine the source term of
the burner and the flame. Again, to measure this quantity a third
test state is required which was provided by acoustic excitation
upstream and downstream of the burner. The source term, consist-
ing of f s andgs calculated from Eq.~12!, is plotted as a function
of the frequency in Fig. 11. The source term contains a significant
contribution in the low-frequency region 40, f ,160 Hz with a
maximum atf 580 Hz. For frequencies above 160 Hz the source
term is very small, e.g., the burner does not act as a source at these
high frequencies. The generation of noise in the low-frequency
region is related to the burner flow turbulence leading to fluctua-
tions in heat release and thus to acoustic waves. For comparison
the wave componentsf u and gd incident on the burner are dis-
played in Fig. 12. For distinct frequencies the source term is of the
same order of magnitude as the incident sound field on the burner
indicating a significant source character of the burner/flame.

Having measured the ‘‘source free’’ scattering matrix the
‘‘source free’’ transfer matrix could then be determined by a
simple matrix transition and is displayed in Fig. 13. The transfer
matrix without source term differs in the low-frequency region

Fig. 11 The source term of the flame. Solid line: absolute value; dashed line: phase.

Fig. 12 Incident wave components f u „upstream of the burner … and g d „downstream of the burner …. Forcing was from the
upstream and downstream of the burner simultaneously.
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from the transfer matrix which includes the source term. In the
frequency region 40, f ,160 Hz the flame generates noise which
is reflected in the source term.

The data for the source free transfer matrix shows a smaller
peak atf 5120 Hz but looks less smooth when compared to the
transfer matrix which includes the source term. Both transfer ma-
trices have been determined from three linear independent test
states. As only two test states were required to calculate the trans-
fer matrix which includes the source the system was overdeter-
mined and thus its sensitivity to measurement errors reduced. The
calculation of the source free transfer matrix, on the other hand,
required all three test states and was thus more sensitive to mea-
surement errors. The quality of the data can be improved by mea-
suring more than the required three test states.

Conclusions
The response of burner/flame to acoustic perturbations plays a

crucial role when modeling thermoacoustic systems. In our ap-
proach we describe the burner and the flame as an active acoustic
two-port ~‘‘black box’’ ! in which the state variables pressure and
velocity are coupled via a four-element transfer matrix. The four
coefficients of the transfer matrix required two linear independent
test states which were achieved by acoustic forcing upstream and
downstream of the burner, respectively. The measurement tech-
nique has been verified without combustion by comparing it to a
simple model with good agreement.

The measurement technique was then applied to an experimen-
tal swirl stabilized premixed burner with combustion. Here, the
turbulent flow through the burner and flow instabilities traveling
into the flame may generate sound waves, which are incoherent
with the forcing signal, so that the burner itself acts as a sound
source. To understand the interaction between sound and heat re-
lease the source character of the burner has to be separated from

the plain transfer function. In the case of the burner transfer func-
tion formulation with source term six unknowns have to be deter-
mined: the four coefficients of the transfer matrixT and two co-
efficientsgs and f s describing the source character of the flame.
The Riemann invarientsgs and f s represent here waves which are
emitted by the burner acting as a source. To solve for all six
unknowns a third linear independent test state is required which
was achieved by acoustic excitation upstream and downstream of
the burner/flame simultaneously.

The measured source term indicated that the burner/flame acts
as a sound source mainly in the low-frequency region 40, f
,160 Hz. For frequencies above 160 Hz the source term is very
small, e.g., the burner does not act as a sound source at these
higher frequencies.

The measured flame transfer function and source term data will
be used for the formulation of premix flame models and the sta-
bility analysis of thermoacoustic systems.
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Nomenclature

A 5 cross-sectional area
L red 5 reduced length

M 5 Mach number
S 5 scattering matrix
T 5 transfer matrix
c 5 speed of sound

Fig. 13 The transfer matrix of the flame without source term. Solid line: absolute value; dashed line: phase.
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f 5 Riemann invariant traveling in downstream direction
g 5 Riemann invariant traveling in upstream direction
k 5 wave number
p 5 pressure fluctuations
v 5 velocity fluctuations
x 5 axial position
v 5 angular frequency
u 5 upstream
d 5 downstream
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Multicomponent and
High-Pressure Effects on Droplet
Vaporization
This paper deals with the multicomponent nature of gas turbine fuels under high-pressure
conditions. The study is motivated by the consideration that the droplet submodels that
are currently employed in spray codes for predicting gas turbine combustor flows do not
adequately incorporate the multicomponent fuel and high-pressure effects. The quasi-
steady multicomponent droplet model has been employed to investigate conditions under
which the vaporization behavior of a multicomponent fuel droplet can be represented by
a surrogate pure fuel droplet. The physical system considered is that of a multicomponent
fuel droplet undergoing quasi-steady vaporization in an environment characterized by its
temperature, pressure, and composition. Using different vaporization models, such as
infinite-diffusion and diffusion-limit models, the predicted vaporization history and other
relevant properties of a bicomponent droplet are compared with those of a surrogate
single-component fuel droplet over a range of parameters relevant to gas turbine com-
bustors. Results indicate that for moderate and high-power operation, a suitably selected
single-component (50 percent boiling point) fuel can be used to represent the vaporization
behavior of a bicomponent fuel, provided one employs the diffusion-limit or effective-
diffusivity model. Simulation of the bicomponent fuel by a surrogate fuel becomes increas-
ingly better at higher pressures. In fact, the droplet vaporization behavior at higher
pressures is observed to be more sensitive to droplet heating models rather than to liquid
fuel composition. This can be attributed to increase in the droplet heatup time and reduc-
tion in the volatility differential between the constituent fuels at higher pressures. For
ignition, lean blowout and idle operations, characterized by low pressure and temperature
ambient, the multicomponent fuel evaporation cannot be simulated by a single-component
fuel. The validity of a quasi-steady high-pressure droplet vaporization model has also
been examined. The model includes the nonideal gas behavior, liquid-phase solubility of
gases, and variable thermo-transport properties including their dependence on pressure.
Predictions of the high-pressure droplet model show good agreement with the available
experimental data over a wide range of pressures, implying that quasi-steady vaporization
model can be used at pressures up to the fuel critical pressure.
@DOI: 10.1115/1.1423640#

Introduction
The design of advanced gas turbine combustors is increasingly

relying upon CFD-based methodologies. To this end, significant
advances have been made in the computational capabilities for
predicting the detailed structure of reacting two-phase flows in gas
turbine combustors. However, several critical issues with regards
to the physical-numerical modeling of these flows still remain
unresolved. One such issue pertains to the realistic representation
of the multicomponent nature of gas turbine fuels. The spray
codes that are currently employed in the gas turbine industry are
based on a single-component droplet vaporization submodel, al-
though it has been recognized that gas turbine fuels are multicom-
ponent with a wide distillation curve. This raises several questions
regarding the applicability of these codes. First, the gasification
behavior of multicomponent fuel sprays may be qualitatively dif-
ferent from that of corresponding pure fuel sprays. This would
imply that a single-component spray model would not be adequate
to predict the realistic fuel vapor distribution in a gas turbine
combustor. This would clearly have an impact on the predicted
ignition, flame stability, combustion characteristics, and pollutant
levels. Second, the detailed and/or reduced chemistry models for
hydrocarbon fuels~@1,2#! have generally been developed and vali-

dated for pure fuels, and their extension to multicomponent gas
turbine fuels may not be straightforward. Third, the methodolo-
gies to model turbulent-chemistry interactions for single-
component fuels would require modifications for jet fuels, espe-
cially for predicting soot.

Another issue pertains to the gasification behavior of an iso-
lated fuel droplet. A multicomponent droplet~@3,4#! is known to
exhibit a significantly different gasification behavior compared
with that of a pure fuel droplet. These differences have been at-
tributed ~@3–9#! to transient liquid mass transport in the droplet
interior, volatility differential between the constituent fuels, phase
equilibrium at the droplet surface, and thermo-transport properties
that are functions of mixture composition, temperature, and pres-
sure. In order to address these complex issues for jet fuels in a
systematic manner, we have taken a first step, i.e., study the va-
porization behavior of a multicomponent fuel droplet and examine
if it can be simulated by a surrogate pure fuel droplet.

In this paper, we examine conditions under which the gasifica-
tion behavior of a multicomponent fuel droplet may be repre-
sented by a surrogate single-component fuel droplet. The range of
conditions considered corresponds to the operating range of gas
turbine combustors. The state-of-the-art vaporization models~@4–
9#! are employed for both the multicomponent and single-
component fuel droplets. In particular, the two commonly em-
ployed liquid-heating models, namely the infinite-diffusion~@7,9#!
model and the diffusion-limit model~@7,9#!, are used for both the
single and multicomponent-fuel droplets. The objective of using

Contributed by the Combustion and Fuels Division of THE AMERICAN SOCIETY
OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF ENGI-
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these models is to assess the effect of transient liquid transport,
especially that of temperature and concentration distributions
within the droplet interior, on the prediction of droplet vaporiza-
tion rates under conditions relevant to gas turbine combustors.
The thermophysical and transport properties of both the gas phase
and liquid phase are calculated in a comprehensive manner. It
should be noted that numerous previous studies have examined
the gasification behavior of multicomponent fuel droplets. How-
ever, none of these studies have focused on the issue of simulating
the vaporization behavior of a multicomponent fuel droplet by a
surrogate single-component droplet under conditions relevant to
gas turbine combustors.

Another objective of the present study is to extend the low-
pressure quasi-steady droplet vaporization model to high-pressure
conditions including the thermodynamic supercritical state of the
liquid fuel. This is motivated by several considerations. First, the
modern turbo-propulsion gas turbine combustors operate at pres-
sures approaching or exceeding 40 atmospheres. Second, in high-
performance military engines, the liquid fuel is being looked at as
the primary coolant for on-board heat sources, and may attain a
critical state before it is ‘‘atomized.’’ Third, the high-pressure gas-
ification phenomena exhibit characteristics that are distinctly dif-
ferent from those in a low-pressure environment. For example, the
gas-phase nonidealities and the liquid-phase solubility, which are
negligible at low pressures, must be taken into considerations as
the ambient pressure approaches the critical state of the liquid
fuel. Finally, the liquid-vapor equilibrium at the droplet surface
and the latent heat of evaporation are markedly different at low
and high-pressure conditions. Consequently, the conventional
low-pressure droplet models may not be valid at pressures near
and exceeding the fuel critical pressure.

The transcritical droplet gasification phenomena are also rel-
evant to diesel and liquid rocket engines. Consequently, a number
of experimental, analytical, and computational studies have been
reported in this area. Experimental studies have employed the
porous-sphere~@10#! ~for droplet combustion!, suspended-droplet
~@11#!, and freely falling droplet~@12#! configurations to examine
the supercritical droplet gasification behavior for a variety of liq-
uid fuels. Computational studies~@13–17#! have often considered
an isolated, stationary fuel droplet which is suddenly placed in a
high-pressure environment. Detailed simulations based on the so-
lution of transient, spherically symmetric gas-phase equations
have been reported. Major differences between the various theo-
retical approaches have been in the treatment of liquid-phase
transport processes and the representation of high-pressure effects.
These effects in general have included~i! a nonideal equation of
state with appropriate mixing rules,~ii ! liquid-phase solubility of
ambient gases,~iii ! high-pressure treatment of liquid-phase equi-
librium based on the fugacity of each phase, and~iv! effect of
pressure on thermo-transport properties. An extensive review of
the published experimental and computational investigations is
provided by Gilver and Abraham@18#.

It is important to emphasize that our objective is to evaluate a
high-pressure droplet vaporization model within the framework of
the quasi-steady approximation, such that the model can be eco-
nomically incorporated in high-pressure spray algorithms appro-
priate for 1–10 million node calculations for gas turbine simula-
tions. While more advanced vaporization models based on a
transient gas-phase analysis may be more desirable under high-
pressure conditions, it is currently not feasible to employ them in
comprehensive spray computations.

The Physical Model
An isolated multicomponent~containingN components! fuel

droplet evaporating in a high-temperature high-pressure environ-
ment is analyzed. The droplet size, ambient temperature, and pres-
sure are considered in a range that corresponds to a wide range of
power requirements for a gas turbine combustor. The gas-phase
processes are assumed to be quasi-steady, which implies that the

characteristic gas-phase time is much shorter compared to the
liquid-phase transient time as well as the time associated with the
surface regression rate. This requires~@6#! that the ratio of gas
density to liquid density be at least an order of magnitude smaller
than unity. Other assumptions include spherical symmetry, phase-
equilibrium at the droplet surface, and negligible secondary diffu-
sion and radiation. Then, the energy and fuel-vapor species con-
servation equations can be written as

d

dr S r 2rvcp~T2Ts!2r 2rDcpLe
d~T2Ts!

dr D50 (1)

d

dr S r 2rvYi2r 2rD
dYi

dr D50 (2)

wherer is the radial coordinate,v is the gas or Stefan flow veloc-
ity, Le is the gas-phase Lewis number, andYi is the mass fraction
of i th fuel species withi 51,2, . . .N. In addition,T is the ambient
temperature,Ts the droplet surface temperature,r the gas density,
cp the gas specific heat at constant pressure, andD the diffusion
coefficient, With appropriate boundary conditions, the solution of
Eq. ~1! at r 5r ` yields

ṁ

4prDLe
@1/r s21/r `#5 lnF11

cp~T`2Ts!

H G (3)

while the solution of Eq.~2! at r 5r s yields

ṁ

4prD
@1/r s21/r `#5 lnF« i2Yi`

« i2Yis
G . (4)

H in Eq. ~3! represents the energy supplied to the droplet~per unit
mass of fuel vaporized! for heating and vaporization, andṁ rep-
resents the vaporization rate. Further,r ` is the radial location
representing the ambient conditions, which are assumed to be
specified at infinity for an isolated droplet, and« i is the fractional
vaporization rate of speciesi, given by« i5ṁi /ṁ. Summing Eq.
~2! over all the fuel species and integrating the resulting equation
yields

ṁ

4pArD
@1/r s21/r `#5 ln~11B! (5)

whereB is the transfer number given by

B5
Yf s2Yf `

12Yf s
. (6)

Equations~3!, ~4!, and~5! can be combined to obtain expressions
for « i andH. Details are provided in Ref.@10#. The droplet size
history is computed using

drs
2

dt
52

ṁ

2pr sr l
. (7)

In summary, the low pressure model for both the single and
multicomponent fuel droplets considers gas-phase processes to be
quasi-steady phase, equilibrium at the droplet surface, and tran-
sient liquid-phase processes represented by either the infinite-
diffusion model or the diffusion-limit model~@7,9#!. As discussed
in the next section, the phase equilibrium is represented by the
Clausius-Clapeyron relation for each fuel component, supple-
mented by the Raoult’s law for the multicomponent case.

High-Pressure Models
Two high-pressure models are employed. The first model is

based on the ideal equation of state and does not consider the
solubility of gases into liquid. Consequently, the phase equilib-
rium at the droplet surface is represented by using the Clausius-
Clapeyron relation for each fuel component, supplemented by the
Raoult’s law for the multicomponent case. The Clausius-
Clapeyron relation can be written as
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Xoi5expH LiM f i

Ro
S 1

Tbi
2

1

Ts
D J (8)

where the subscripti refers to the fuel componenti, Xoi is the
equilibrium fuel vapor mole fraction,Tbi the boiling temperature
at a given pressurep, Li the heat of vaporization~considered
function of Ts and pressure!, M f i the molecular weight, andRo
the universal gas constant. The vapor mole fraction of each fuel
component at the surface is calculated using the Raoult’s law

Xis5XilsXoi (9)

where Xils is the liquid mole fraction of fuel speciesi at the
surface. The vapor mole fraction of each fuel species at the drop-
let surface (Yis) can be calculated fromXils and Mi , while Tbi
andLi are calculated as

Tbi5A1 /~A22 ln~P!! (10)

Li5S Tci2Ts

Tci2Tbni
D 0.38

Lni (11)

whereA15Lni . M f i /Ro , A25A1 /Tbni , Lni is the heat of vapor-
ization at normal boiling temperature (Tbni), andP is the pressure
in atmosphere. The liquid-phase transient processes appear
through the variablesXils and Ts , and are represented by the
infinite-diffusion and diffusion-limit models. These two models
are described in Ref.@19#. The important difference between the
low-pressure model and the first high-pressure model is that the
liquid boiling temperature and heat of vaporization are considered
to be pressure-dependent in the latter model.

The second high-pressure model considers the real gas behav-
ior, the solubility of gases into the liquid, and the effect of pres-
sure on thermo-transport properties. The real gas behavior is rep-
resented by using the Peng-Robinson equation of state~@20,21#! in
the following form:

Z5
PV

RT
5

V

V2b
2

c/RT1d22Acd/RT

~V1b!1~b/V!~V2b!
(12)

whereZ is the compressibility factor,R the universal gas constant
~82.052 atm.cm3/mole.K!, T the temperature~K!, P the pressure
~atm!, andV the molar volume~cm3/mole!. For a pure fluid, the
constantsb, c, andd are given as

b50.0778RTc /Pc

c5a~Tc!~11k!2

(13)
d5a~Tc!k

2/RTc

a~Tc!50.45724R2Tc
2/Pc .

Here the subscriptc represents critical state. Equation~12! is
solved as a cubic inZ to calculate the ambient compressibility
factor and density. The mixture properties~Z andr! at the droplet
surface are obtained by employing the appropriate mixing rules
~@22#!. Details are provided in Ref.@23#. The vapor-liquid equilib-
rium at the droplet surface is expressed by the equality of chemi-
cal potential of each species in the liquid and vapor phases, and
can be written as

xi
Vf i

V5xi
Lf i

L (14)

where the fugacity coefficientsf i for both the vapor and liquid
phases can be written as

RT• ln f i5E
V

`

@~]P/]ni !T,V,ni
2~RT/V!#dV2RT ln Z.

(15)

Using the Peng-Robinson equation of state and the appropriate
mixing rules, the fugacity coefficients can be expressed as func-
tions of T, P, andZ. Details are provided in Ref.@23#.

The latent heat of evaporation is given by

hi5hi
o2RT2~] ln f i /]T!P,xi

(16)

where the enthalpyhi is in J/mol, and the universal gas constantR
is in J/mol/K. The vapor and liquid phases refer to the same state
o. Then, the latent heat of evaporation is defined by the difference
of the vapor and liquid-phase enthalpies

Li5hi
V2hi

L (17)

Thermophysical and Transport Properties
A detailed algorithm is developed for calculating the variable

thermophysical and transport properties of both phases. For the
liquid phase, the variable properties are considered for both the
single-component and multicomponent fuels. For a majority of
cases, the data is compiled from various sources~@20,24–28#! and
is employed in the form of polynomials. All the thermo-transport
properties are considered to be pressure, temperature, and species-
dependent. The procedure along with the relevant equations are
provided in Refs.@19# and @23#.

The calculation of thermo-transport properties was confirmed
by independently using the Chemkin subroutines~@16,28#! as well
as by comparing with experimental data~@25–27#!. As discussed
in Refs. @19# and @23#, the property algorithm was shown to re-
produce the experimental data quite well.

The quasi-steady droplet vaporization model requires that the
thermo-transport properties of the gas film in the droplet vicinity
be calculated continuously as the droplet evaporates. All the gas-
film mixture properties are computed at the weighted-averaged
temperature and species mass fractions, obtained from the tem-
perature and composition at the droplet surface and those at infin-
ity, as

Favg5aFgs1~12a!Fg (18)

whereF is a generic quantity representing either temperature or
mass fraction, and thea is selected to be as 0.7. The subscriptsgs
andg represent the gas-phase property at the droplet surface and
outside the gas film~infinity!, respectively.

The Solution Procedure
The theoretical model described above is applicable to both

single-component and multicomponent fuel droplets. In the
present study, the results are obtained for a bicomponent (N52)
and an equivalent single-component (N51) fuel droplet. A gen-
eral procedure involves calculatingTbi , Li , andYis by usingTs
at the old time-step. Then, the average gas temperature and spe-
cies mass fractions are obtained from Eq.~18!, and the thermo-
transport properties of the gaseous mixture are calculated by using
the equations described in Refs.@19# and @23#. Similarly, the liq-
uid fuel properties, such as specific heat, thermal conductivity, and
density, are computed. Note that liquid temperature used for cal-
culating these properties is the droplet surface temperature for the
infinite-diffusion model, while an average of the liquid tempera-
tures at the droplet surface and center are used for the diffusion-
limit model. The newTs is then calculated by using the infinite-
diffusion or the diffusion-limit model. Finally, the droplet radius is
calculated by using Eq.~7!.

Results and Discussion
First, we focus on the comparison of the vaporization charac-

teristics of a bicomponent fuel droplet and an surrogate pure fuel
droplet for conditions that correspond to the operating range of a
typical gas turbine combustor. For the base case, a bicomponent
fuel containing equal amounts of n-C10H22 and n-C14H30 by mass
is considered, and its vaporization behavior is compared with that
of pure n-C12H26 droplet. The boiling temperature of n-C12H26 is
approximately equal to that of Jet-A fuel. At one atmospheric
pressure, the boiling temperatures of C10H22, C12H26 and C14H30
are 447.3 K, 489.5 K, and 526.7 K. These temperatures corre-
spond, respectively, to the initial boiling, midpoint boiling~50
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percent! and final boiling for Jet-A fuel. The calculations pre-
sented for the base case are for a droplet with initial diameter of
100 mm, which is placed in an ambient with temperature and
pressure of 1500 K and one atmosphere respectively. The 1500 K
represents a typical incipient lean blowout temperature for
ground-idle operation. Consequently, these calculations are repre-
sentative for estimating the effect of heatup and vaporization mod-
els on lean blowout fuel-air ratios.

Figure 1 presents the vaporization and surface temperature his-
tories of a bicomponent~n-C10H22 and n-C14H30! and an equiva-
lent single-component (n-C12H26) droplets. The predictions of
infinite-diffusion and diffusion-limit modes are shown in Figs.
1~a! and 1~b!, respectively. The overall differences in the vapor-
ization histories of bicomponent and single-component droplets
are small, indicating that a suitably selected single-component
fuel can be used to represent the vaporization behavior of a bi-
component fuel. There are, however, differences in the temporal
variation of surface temperature (Ts) for the bicomponent and
single-component fuels. For the bicomponent case, the infinite-
diffusion model predicts a batch-distillation type behavior, see
Fig. 1~a!. Initially, the bicomponent droplet has lower surface
temperature compared to the single-component droplet, asTs is
limited by the boiling temperature of volatile component, but
higher vaporization rate since the surface vapor concentration of
volatile component is higher~even though the surface temperature
is lower! than that for the single-component fuel. However, later
in the lifetime, the bicomponent droplet has higherTs , which is
now governed by the boiling temperature of less volatile compo-
nent, but a lower vaporization rate due to the presence of less
volatile fuel at the surface. For the diffusion-limit model, the bi-

component droplet has lower surface temperature but higher va-
porization rate compared to the single-component droplet
throughout its lifetime. This is due to the presence of more vola-
tile component at the bicomponent droplet surface.

The comparison of the total vaporization rates of bicomponent
and single-component fuels predicted using the infinite-diffusion
and diffusion-limit models is shown in Fig. 2. The total vaporiza-
tion rate is a better indicator of how well a single-component fuel
can represent the vaporization behavior of a bicomponent fuel
spray. Results indicate that by using the diffusion-limit model, the
vaporization rate of a bicomponent fuel droplet can be well rep-
resented by an equivalent single-component droplet. In contrast,
the use of infinite-diffusion model leads to more discrepancies
between the vaporization rates of bicomponent and single-
component fuel droplets. This is attributable to the batch-
distillation behavior predicted by the infinite-diffusion model for
the bicomponent droplet. The batch-distillation behavior is char-
acterized by the vaporization of the more volatile component, fol-
lowed by leveling of the vaporization rate since the less volatile
component is being heated during this time, and subsequent re-
sumption of the higher vaporization rate due to the vaporization of
less volatile component.

In order to examine whether this behavior is observed for a
wide range of conditions in a gas turbine combustor, results were
obtained for different ambient temperature~800 K! and initial
droplet diameter~25 mm!. These conditions are relevant to pre-
mixing, prevaporizing systems at high-power conditions, espe-
cially for dry low-emission combustors. For these cases, using the
diffusion-limit model, the total vaporization rate of a bicomponent
fuel droplet was observed to be well represented by that of an
equivalent single-component droplet.

Multicomponent Effects During Initial Starting
and Ignition

As known from experience and confirmed by simple simula-
tions here, spray-droplet heatup and evaporation rates during start
~ignition and flame propagation! are impacted significantly by the
fuel properties. Model results for heatup and evaporation are pre-
sented for a gas temperature of 373 K. Figure 3 shows the tem-
poral variation of the droplet diameter squared and surface tem-
perature for the bicomponent and single-component cases.
Contrary to the high-gas-temperature cases discussed above, there
are now significant differences in the vaporization histories of
bicomponent and the corresponding single-component fuel drop-
lets.

Figure 4 presents the comparison of the total vaporization rates
for the bicomponent and single-component fuel droplets predicted
using the two models. It is evident that for these conditions, the

Fig. 1 Temporal histories of droplet surface area „nondimen-
sional … and temperature for a bicomponent „n-C10H22 and
n-C14H30… and an equivalent single-component „n-C12H26… fuel
droplet. Predictions of infinite-diffusion and diffusion-limit
models are shown in Figs. 1 „a… and 1 „b…, respectively. Ambient
temperature Ä1500 K, pressure Ä1 atm, and initial droplet diam-
eter and temperature are 100 mm and 300 K, respectively.

Fig. 2 Comparison of total vaporization rates „nondimen-
sional … for a bicomponent and an equivalent single-component
fuel droplet predicted using the infinite-diffusion and diffusion-
limit models for the conditions of Fig. 1
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vaporization behavior of a bicomponent droplet cannot be simu-
lated by an equivalent pure fuel droplet, as both the instantaneous
vaporization rate and the droplet life time differ considerably for
the bicomponent and single-component cases. This can be attrib-
uted to the fact that the ambient temperature for this case is much
lower than the boiling temperature of the less volatile component.
In addition, it is indicated that while the differences in the predic-
tions of the two models for the bicomponent case are quite sig-
nificant, they are negligible for the corresponding single-
component case. A similar behavior is observed when the initial
droplet diameter is reduced to 30 microns, except that the life time
of the 30-micron droplet is reduced by a factor of about 10 com-
pared to that of the 100-micron droplet. An important implication
of this result is that the ignition characteristics of a multicompo-
nent fuel spray cannot be simulated by using a single-component
fuel spray model, since the ignition behavior for the former is
governed by the presence of the volatile component~@29#!.

Effect of Pressure
Figure 5 presents a comparison of the vaporization characteris-

tics of bicomponent and equivalent single-component fuel drop-
lets at different pressures. The corresponding plots showing the
temporal variation of surface temperature are given in Fig. 6. The
results in Figs. 5 and 6 are obtained using the first high-pressure
vaporization model. Important observations from these figures are
as follows.

1 For both the bicomponent and single-component fuel drop-
lets, the droplet lifetime is not altered significantly as the ambient
pressure is increased. However, the droplet heatup time becomes a
more significant part of droplet lifetime, increasing from about 20
to 40 percent of the lifetime asp is increased from 1 to 15 atm.

The increase in droplet heatup time is caused by the increase in
the fuel boiling temperature with pressure. The boiling tempera-
ture of n-dodecane increases from 489.5 K to 654.9 K as pressure
is increased fromp51 atm to 15 atm. Correspondingly, for the
bicomponent case, the boiling temperature of n-C10H22 ~volatile
component! increases from 447.3 K to 601.6 K, while that of
n-C14H30 increased from 526.7 K to 701.3 K. Obviously, this
would increase the droplet heatup time for a fixed ambient tem-
perature for both the bicomponent and single-component cases.
Note that an increase inp decreases the latent heat of evaporation,
which would increase the vaporization rate. However, this effect
is largely compensated by an increase in the droplet heatup time.
Note that for the convective case, another effect of pressure ap-
pears through its influence on the droplet Reynolds number which
increases as the pressure is increased. This would enhance the
vaporization rate.

2 The difference between the predictions of infinite-diffusion
and diffusion-limit models is small at low pressures, but becomes
increasingly more noticeable at higher pressures. As pressure in-
creases, the infinite-diffusion model predicts increasingly higher
vaporization rate compared to that by the diffusion-limit model.
For example, atp515 atm, the droplet lifetime predicted by this
model is about 40 percent shorter. This can be attributed to two
effects. First, it overpredicts the droplet surface temperature~dur-
ing most of its lifetime! compared to that by the diffusion-limit
model. Second, the heat of evaporation is reduced at higher pres-
sures, so that even small differences in surface temperature can
cause significant changes in the transfer numberB.

3 For the bicomponent case, the batch distillation process, pre-
dicted by the infinite-diffusion model atp51 atm, becomes less
noticeable at higher pressures. This can be attributed to a decrease
in relative volatility differential at higher pressures. Note that

Fig. 3 Temporal histories of droplet surface area „nondimen-
sional … and temperature for a bicomponent „n-C10H22 and
n-C14H30… and an equivalent single-component „n-C12H26… fuel
droplet. Predictions of infinite-diffusion and diffusion-limit
models are shown in Figs. 3 „a… and 3 „b…, respectively. Ambient
temperature Ä373 K, pressure Ä1 atm, and initial droplet
temperature Ä233 K.

Fig. 4 Total vaporization rates „nondimensional … for a bicom-
ponent and an equivalent single-component fuel droplet pre-
dicted using the infinite-diffusion and diffusion-limit models.
Initial droplet diameter is 100 mm for Fig. 4 „a… and 30 mm for
Fig. 4 „b…. Other conditions are the same as those in Fig. 3.
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batch distillation process atp51 atm is easily discernible in the
temperature plot for the infinite-diffusion model in Fig. 6~a!.

4 The comparison of the temporal variations of droplet diam-
eter squared and surface temperature for the bicomponent and
single-component cases indicates that for high ambient tempera-
tures, a single-component droplet model can simulate the vapor-
ization behavior of a bicomponent fuel droplet reasonably well
over a wide range of pressures. In fact, the predicted vaporization
behavior is significantly more sensitive to the droplet heating
model used rather than to the liquid fuel composition. In addition,
the representation of a bicomponent fuel droplet by an equivalent
single-component seems to become increasingly better as the
pressure is increased. This is apparently due to the increased drop-
let heatup time and the reduced volatility differential at higher
pressures.

Validation of the High-Pressure Vaporization Model
The second quasi-steady high-pressure model was validated by

comparing its predictions with the available experimental data.
Figure 7 presents the predicted liquid-vapor equilibrium for
nitrogen/n-heptane mixtures in terms of the equilibrium nitrogen
mole fraction as a function of pressure and temperature. The pre-
dicted vapor and liquid mole fractions of N2 show excellent agree-
ment with the experimental data of Knapp et al.@24#.

The vaporization history predictions are validated using the ex-
perimental data of Stengele et al.@12#. In the experiential study,
freely falling n-heptane droplets in a stagnant, high-pressure,
high-temperature nitrogen environment were considered. The
droplet diameter and velocity were measured along the droplet
trajectory using a high-speed video and stroboscope lamp. Since
the measured data were provided along the droplet trajectory, the
following equations are employed in the computational model to
calculate the temporal variation of droplet position and velocity:

dxd

dt
5ud (19)

dud

dt
5

3rCd

4r ldd
uu2udu~u2ud!1~12r/r l !g (20)

and the drag coefficient is calculated using the same correlation as
used in the cited study~@12#!

Cd5@0.3615.48 Red
20.573124/Red#~11B!20.2 (21)

Red5ruu2ududd /m. (22)

Fig. 5 Temporal variation of droplet surface area „nondimen-
sional … for a bicomponent „n-C10H22 and n-C 14H30… and an
equivalent single-component „n-C12H26… fuel droplet for pres-
sure of 1 atm „Fig. 5 „a…… and 15 atm „Fig. 5 „b……. Predictions of
the infinite-diffusion and diffusion-limit models are shown. The
gas temperature is 1500 K, and initial droplet diameter is 100
mm.

Fig. 6 Temporal variation of droplet surface temperature for a
bicomponent and an equivalent single-component fuel droplet
for the conditions of Fig. 5

Fig. 7 Pressure-mole fraction diagram for nitrogen Õn-heptane
mixtures, calculated using the Peng-Robinson equation of
state. Experimental data from Ref. †24‡ at 305 K and 400 K are
also shown.
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The gas velocity~u! in the above equations was taken to be zero
in the experimental study. The gas density~r! and viscosity~m!
are assumed to be ambient density and gas film viscosity, respec-
tively.

Figure 8 presents the comparison of the predicted and measured
droplet velocity and surface area for three different ambient pres-
sures. In general, predictions of the second high-pressure model
are in reasonably good agreement with experimental data over a
wide range of pressures. Asp is increased, the computed and
measured droplet velocity decrease, which can be attributed to the
increased gas density at higher pressures. As indicated in Eq.~20!,
the increased gas density diminishes the gravitational force, but
enhances the viscous drag force. Note the droplet Reynolds num-
ber increases asp is increased, butCd is nearly independent of
Red in the high Red limit. For p520 atm, differences in the pre-
dicted and measured surface area are attributable to the underpre-
diction of the droplet velocity, with the implication that an accu-
rate calculation of droplet velocity and trajectory is critical for an
accurate prediction of droplet vaporization history. Atp
540 atm, the numerical model underpredicts the vaporization rate
compared to the experimental data. This is indicative of the limit
of the quasi-steady vaporization model at high pressures.

Conclusions
In this paper, we have examined the multicomponent and high-

pressure effects on the vaporization behavior of gas turbine fuels.
The state-of-the-art vaporization models along with a detailed al-
gorithm for the computation of liquid and gas-phase thermo-
transport have been employed to examine whether the vaporiza-
tion behavior of a multicomponent fuel droplet can be simulated
by a surrogate pure fuel droplet. The vaporization history and
other relevant properties of a bicomponent fuel droplet have been
compared with those of an equivalent single-component droplet
under a wide range of conditions that exist in a typical gas turbine
combustor. In particular, three typical operating conditions have

been considered:~1! lean blowout for ground-idle operation;~2!
premixing, prevaporizing system at high-power conditions; and
~3! startup~ignition and flame propagation! conditions. In addi-
tion, two high-pressure vaporization models within the quasi-
steady framework have been investigated. The first model consid-
ers the effect of pressure on thermodynamic and transport
properties, while the second model also considers the nonideal gas
effects and dissolution of gases into the liquid. Important obser-
vations are as follows:

1 Under high-power conditions, the vaporization behavior of a
gas turbine fuel is well represented by an equivalent single-
component~50 percent boiling point! fuel. However, the compari-
son of the total vaporization rates of bicomponent and single-
component fuels indicates significant differences in the
predictions of the infinite-diffusion and diffusion-limit models.
Using the diffusion-limit model, the vaporization rate of a bicom-
ponent fuel droplet can be well represented by an equivalent
single-component droplet for a wide range of conditions. In con-
trast, the use of the infinite-diffusion model indicates discrepan-
cies between the vaporization rates of bicomponent and single-
component fuel droplet. Since the total vaporization rate is a
better indicator of how well a single-component fuel can represent
the vaporization behavior of a multicomponent spray, it is recom-
mended that a diffusion-limit model or a effective-diffusivity
model be employed in the spray models. This conclusion also
applies to the prediction of vaporization rates of gas turbine fuels
for premixing, prevaporizing systems at high-power conditions.

2 Liquid and gas-phase properties change considerably during
the droplet lifetime. Consequently, an accurate calculation of the
thermo-transport properties should be an essential part of spray
computations.

3 The droplet lifetime is relatively insensitive to pressure.
However, the droplet heatup time becomes a more significant part
of droplet lifetime at higher pressures. Consequently, differences
between the predictions of the infinite-diffusion and diffusion-
limit models become increasingly more noticeable at elevated
pressures. The infinite-diffusion model predicts significantly
higher vaporization rate compared to the diffusion-limit model for
both single-component and bicomponent fuel droplets. For ex-
ample, atp515 atm, this model predicts 40 percent shorter drop-
let lifetime compared to the diffusion-limit model.

4 The representation of a bicomponent fuel droplet by an
equivalent single-component becomes increasingly better at
higher pressures. In fact, the predicted vaporization behavior is
significantly more sensitive to the droplet heating model rather
than to the liquid fuel composition. This can be attributed to a
significant increase in droplet heatup time, and a reduction in the
relative volatility differential between the constituent fuels at high
pressure.

5 For ignition, LBO, and idle operation, the multicomponent
fuel effects become relatively important, i.e., using a single-
component droplet to represent multicomponent effects lead to
unacceptable results, especially when the infinite-diffusion model
is employed.

6 The predicted vaporization histories of n-heptane droplets us-
ing a quasi-steady high-pressure model show good agreement
with the measured data over a wide range of pressures. The high-
pressure model incorporates the nonideal gas behavior, dissolution
of gases into the liquid, and dependence of thermo-transport prop-
erties on pressure. Atp540 atm, which is above the critical pres-
sure of the fuel, the model underpredicts the vaporization rate
compared to the experimental data, which is perhaps indicative of
the high-pressure limit of our quasi-steady vaporization model.
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Fig. 8 Comparison of the predicted and measured „n-heptane …

droplet velocity and nondimensional surface area along the tra-
jectory for three different ambient pressures. Ambient tempera-
ture is 550 K and initial droplet diameter is 780 mm.
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Allocating the Causes of
Performance Deterioration in
Combined Cycle Gas Turbine
Plants
A method for defining which parts of a combined cycle gas turbine (CCGT) power plant
are responsible for performance deviations is presented. When the overall performances
deviate from their baseline values, application of the method allows the determination of
the component(s) of the plant, responsible for this deviation. It is shown that simple
differentiation approaches may lead to erroneous conclusions, because they do not reveal
the nature of deviations for individual components. Contributions of individual compo-
nents are then assessed by separating deviations due to permanent changes and devia-
tions due to change of operating conditions. A generalized formulation is presented to-
gether with the way of implementing it. Test cases are given, to make clearer the ideas put
forward in the proposed method.@DOI: 10.1115/1.1426407#

1 Introduction
Combined cycle gas turbine~CCGT! power plants are being the

type of plant that is mostly built today for power generation. The
technology of the components has matured and the overall plant
thermal efficiencies are much higher than the conventional steam
turbine plant. The simple analysis demonstrating the net efficiency
gain offered by this type of plant can be found in many textbooks.

The thermodynamics of different types of combined cycle
plants have been presented in detail by different authors, as, for
example, in the textbook of Horlock@1# or the paper of Crane@2#.
Principles, design considerations, and further matters related to
practical experience on the behavior of the components and off
design operation are covered by Kehlhofer@3#. Recent advances
and prospects have been reported by Horlock@4# and Frutchi@5#.

Most of the analyses and works published today deal with de-
sign studies, focusing on the optimization for a new plant. Off-
design behavior has been studied to a lesser degree~see, for ex-
ample, Fantozzi and Desideri@6#!. A few studies have appeared
which focus more on problems related to the monitoring of the
performance~e.g., Haub et al.@7# and Rickli @8#!. An aspect
which has received considerable attention in recent years is the
assessment of the effects of component malfunctions on overall
plant performance. Thermoeconomic analysis has been used as a
tool for estimating the economic impact of component malfunc-
tions ~e.g., Stoppato and Lazzaretto@9#, Arena and Borchielini
@10#, Valero et al.@11#, Torres et al.@12# Lerch et al.@13#, and
Lazzaretto et al.@14#!.

The present paper comes to cover an aspect, which is of prac-
tical interest to the users of CCGT plants: the determination of the
causes of an observed deviation of performance from nominal
values. A typical situation in which such a problem arises is the
commissioning of a newly built CCGT plant. If the overall target
performances are not achieved, it is of interest to identify how
much of observed deviations is attributed to each of the plant
components. This problem is of more interest for plants built from
retrofitting existing components, for example, gas and steam tur-
bines. Another situation is the case in which the performance de-
teriorates during service. It is again useful to estimate how much

of the overall performance deviation is attributed to each plant
component. Such information may be useful when deciding which
components should be serviced or replaced. Although similar in-
formation can be provided by the thermoeconomic type of analy-
ses, as mentioned above, the information provided by the method
proposed here has the advantage of being quantitatively more pre-
cise, as highlighted in the discussion section later in the paper.

A method of evaluating the contributions of the plant compo-
nents to overall performance deviations is presented. The theoret-
ical analysis on which the method is based is given first, followed
by a description of how the analysis can be implemented.

2 Definition of the Problem
The basic mathematical formulation will be first presented for a

simple CCGT plant, without supplementary firing, consisting of
the following three components: a gas turbine, a heat recovery
steam generator~HRSG! and a steam turbine~see Fig. 1!. The
combination of an HRSG and steam turbine will be termed
‘‘steam plant,’’ and will be treated as one component in the analy-
sis of the simple CCGT plant that follows. Once the features of

Contributed by the Turbomachinery Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF ENGINEERING
FOR GAS TURBINES AND POWER. Manuscript received by the Turbomachinery Di-
vision, October 2000; final revision, August 2001. Associate Editor: G. Sheard.

Fig. 1 Layout of a simple combined-cycle gas turbine „CCGT…
plant
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the method have been demonstrated, extensions to cover plants
with multiple GTs and HRSGs will be discussed. The analysis is
formulated in such a way that it can be implemented with data
from measurements performed either permanently on the plant or
during typical performance tests.

The problem which has to be solved is as follows: The overall
performances of a CCGT plant, namely power output and heat
rate or thermal efficiency, are evaluated from test data and they
are found to be different from nominal values.~The case of most
interest is when reduced performances occur.! The question is
how much of the deviation is caused by alterations in each one of
the components. Is an observed deviation caused by the gas tur-
bine, the steam plant, or both, and in what proportions?

As will be shown later, even this may look a straightforward
task, the responsibilities may be different from what a simple
glance at individual component performances may indicate.

3 Relating Overall and Component Performance
Deviations

Overall plant efficiency of a plant is related to component effi-
ciencies at any operating point through the following relation,
derived in the Appendix:

hCP5hGT1~12hGT2«GT!hS . (1)

Since overall efficiency is a function of gas and steam plant effi-
ciencies, its deviations from nominal values can be caused by
corresponding deviations of either gas or steam plant efficiencies.
The deviations of overall efficiency can be linked to individual
deviations, by differentiating Eq.~1!:

dhCP5
]hCP

]hGT
dhGT1

]hCP

]hS
dhS

5~12hs!dhGT1~12hGT!dhS . (2)

~The term containing«GT has been omitted, since it is of very
small magnitude and its product with the small deviations gives a
term of higher order!. If deviations are small~which is the case
in practical situations!, differentials can be changed for differ-
ences, and this relation is transformed for fractional deviations as
follows:

DhCP5
~12hs!hGT

hCP
DhGT1

~12hGT!hS

hCP
DhS . (3)

The first term represents the deviation of the overall efficiency,
resulting from the fact that the gas turbine operates with an effi-
ciency different byDhGT from the value it would have if the plant
was operating according to design. This deviation, however, in not
necessarily caused by the gas turbine itself. It can be the result of
a shift in its operating point to off-design, forced by a change in
the condition of the steam plants that follows it. Similar arguments
apply to the second term, which represents the steam plant.

It is thus noted that the differentiation gives the amounts of
deviation related to the changes of efficiencies of the components,
but does not show what the actual cause is. We will now see how
the deviations caused by each component can be isolated.

Estimation of Component Contributions. The deviation in
gas turbine efficiencyDhGT can be split into two terms: one rep-
resenting a change in the condition of the gas turbine~e.g., dete-
riorated, fouled etc! and one representing a shift from its nominal
operating point, at the nominal operating point of the entire plant.
The first term will be denotedDhGT,D , indicating that it repre-
sents a permanent shift, present even at operation of the gas tur-
bine at its design point. The second term will be denotedDhGT,OD
indicating a change due to the fact that the gas turbine is forced to
operate at off-design conditions. We will thus have

DhGT5DhGT,D1DhGT,OD . (4)

To make this distinction clear we give an example. Fouling of the
compressor of a gas turbine will result in a drop of its thermal
efficiency, which is present at any operating condition, and is thus
termedDhGT,D . Fouling of the heat recovery steam generator, on
the other hand, will force the gas turbine to operate at lower
efficiency, due to increased back pressure. So, while the gas tur-
bine has not suffered any deterioration and is at intact condition it
operates at lower efficiency, simply because it is forced to operate
at an off design point. In this second case, even though the drop in
the overall plant efficiency will be caused by the drop in both gas
turbine and steam plant efficiencies, the actual cause of the drop
lies exclusively with the steam plant.

Backpressure is the parameter through which changes in the
condition of an HRSG influences the performance of the gas tur-
bine preceding it. Backpressure is determined by the loss factor of
the HRSG and the dynamic head at its inlet. Possible variation in
both should be taken into account in order to correctly estimate
the components of efficiency deviation. On the other hand, the
way backpressure influences efficiency is also related to the con-
trol logic of the gas turbine. For example, efficiency deviations for
the same backpressure may be different if the engine operates at
constant load or constant exhaust gas temperature. An example of
how the thermal efficiency of a gas turbine changes with back-
pressure is shown in Fig. 2. Change is shown to be different for
different modes of operation, namely if turbine inlet temperature,
exhaust gas temperature, or turbine load is kept constant. The
difference is nevertheless small.

The curves of this figure are obtained by running a performance
model, in the different models of operation. The dependence
shown here is typical for a gas turbine, although the slopes may
change for specific turbines.

Similarly, steam plant efficiency can be expressed as the sum of
two terms, one related to the physical condition of the steam plant,
and one to movement of operating point:

DhS5DhS,D1DhS,OD . (5)

Heat recovery steam generator effectiveness, and therefore
steam plant efficiency, depends on mass flow rate and temperature
of the flue gases entering the HRSG. An example of such a de-
pendence is shown in Fig. 3. The curves have been obtained by
running a computer model of the HRSG and varying the flue gas
conditions. It is through these two parameters that gas turbine
influences the performance of the subsequent HRSG.

It is noticed that sensitivity of effectiveness to inlet temperature
is much larger than to mass flow rate. This feature presents an
advantage in practical applications: mass flow measurement or
estimation may be linked to relatively large uncertainty. The figure
shows that such uncertainty will have a much smaller influence on
the uncertainty of assessing effectiveness deviation.

Fig. 2 Example of influence of back pressure to the thermal
efficiency of a gas turbine
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Substituting now Eqs.~4! and ~5! into Eq. ~3! gives

DhCP5~~12hs!DhGT,D1~12hS!DhGT,OD!hGT /hCP

1~~12hGT!DhS,OD1~12hGT!DhS,D!hS /hCP .

We can now group the terms of this expression to reflect changes
caused by individual components, according to the preceding
discussion

~DhCP!GT5~12hs!hGT /hCPDhGT,D

1~12nGT!hS /hCPDhS,OD

~DhCP!S5~12hs!hGT /hCPDhGT,OD1~12hGT!hS /hCPDhS,D

which can be written in a matrix format

F ~DhCP!GT

~DhCP!S
G5F DhGT,D DhS,OD

DhGT,OD DhS,D
G F ~12hS!hGT /hCP

~12hGT!hS /hCP
G .

(6)

Generalization for More Components. A generalization of
this procedure is possible for a CCGT plant with any number of
components. The influence of each component can be derived by
taking partial derivatives of the relation linking overall efficiency
to individual component efficiencies~for example, relation~A9! of
the Appendix!:

DhCP5(
i

h i

hCP

]hCP

]h i
Dh i . (7)

The deviation in the efficiency of each component can then be
considered the sum of individual deviations as follows:

Dh i5(
j

Dh j i . (8)

Dh j i expresses the deviations in efficiency of thei th component
caused by the fact that it is forced to operate at off-design condi-
tions by thej th component.Dh i i expresses deviation in the per-
formance of a component in condition different from what it was
designed~for example, it is deteriorated!. It is present at any op-
erating conditions and is thus called permanent deviation.

Using these relations, a matrix relation can then be written for
the evaluation of component contributions.

F ~DhCP!1

~DhCP!2

.

.

.
~DhCPO!N

G5F Dh11 Dh12 ... Dh1N

Dh21 Dh22 ... Dh01

. . .

DhN1 DhN2 ... DhNN

G 3
h1

hCP

]hCP

]h1

h2

hCP

]hCP

]h2

.

.

.

hN

hCP

]hCP

]hN

4
(9)

(DhCP) i denotes the part ofDhCP caused by thei th component
and the following relation holds:

( ~DhCP! i5DhCP .

In the case of CCGT plants consisting of a number of gas
turbines, HRSG combinations, operating in parallel and feeding a
steam turbine, this matrix will be of a strong diagonal structure,
with many off-diagonal elements equal to zero.

4 Evaluation of Deviations From Test Data
It will now be discussed how component contributions to over-

all plant performance deviations can be identified, when data from
a performance test are available. The number of measurements
needed will depend on the depth of analysis sought. We will take
first the example of the simple combined cycle, to illustrate this
point.

Overall and component efficiencies can be evaluated by mea-
surement of three quantities: gas turbine output PGT, steam turbine
output PST and heat input to the cycle Qf ~which is evaluated from
a measurement of fuel flow and the LHV of the fuel!. Equation
~A1! giveshCP and equation~A2! giveshGT . Equation~1! gives
hs, provided that the value of«GT is known. Therefore, measure-
ment of these three quantities and knowledge of the nominal val-
ues makes it possible to evaluateDhCP, DhGT , DhS.

If the individual component contributions are to be allocated,
the components of equations~4! and~5! have to be evaluated and
additional measurements are necessary. Quantities characterizing
the performance of the gas turbine and steam plant have to be
measured: For the gas turbine, the turbine exit pressure has to be
measured, in order to check if the HRSG imposes a back pressure
different from the design one. Knowledge of this value allows the
estimation ofDhGT,OD, . For the steam plant, conditions at HRSG
inlet have to be determined, namely mass flow and temperature.
Temperature is measured directly, while mass flow can be evalu-
ated from other measurements. This later evaluation can be done
in a number of different ways. Alternative ways may be~a! heat
balance of gas turbine,~b! heat balance of the HRSG for which
steam flow and properties are measured as well as flue gas inlet
and outlet temperatures,~c! from calibrated parts of the flow path,
such as the compressor inlet duct.

Knowledge of these quantities and the efficiency sensitivity
charts of figures 2 and 3 for the plant under study, allows deter-
mination of the off-design termsDhGT,OD and DhS,OD. Having
determined these terms and knowing already the overall devia-
tions DhGT , DhS allows determination of permanent deviation
terms from equations~4! and~5!. Equation~6! can then be applied
to evaluate individual contributions.

In the more general case of a plant with a larger number of
components, the steps to be followed are:

~a! Overall efficiency and component efficiencies are evaluated
from test data. Subtracting from the nominal values gives
DhCP for the plant andDh i for each component.

Fig. 3 Example dependence of heat recovery effectiveness on
flue gas mass flow rate and pressure
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~b! Taking each component, the deviations of its efficiency due
to conditions imposed by each one of the other compo-
nents,Dh ij ~iÞj!, are evaluated. Having determined those,
permanent efficiency deviationDh ii is calculated, as the
only unknown of equation~8! for the component.

~c! The values of the influence coefficients]hCP/]h i are cal-
culated by substituting efficiency values into the expres-
sions for the partial derivatives.

~d! Equation ~9! is applied for the calculation of component
contributions.

Finally it should be commented that prior to application of any
of the above procedures it is essential that measurement data are
validated and it is ensured that measurement sensor errors are not
present.

5 Application to Test Cases, Discussion
The use of the method will now be demonstrated through ap-

plication to test cases. The cases have been set up by using plant
simulation software, with parameters of realistic magnitude for
the plant components. The method has successfully been applied
to test data from operating plants, however the relevant data are of
proprietary nature and cannot be included in the paper. The suc-
cess of the predictions was demonstrated by inspections, which
verified that the components pointed out by the method had actu-
ally suffered deterioration.

Test Case 1: A Simple CCGT Plant. A simple CCGT plant,
of the layout of figure 1, has nominal performances as follows:
PGT580 MW, PST542 MW, heat rate 7975 kJ/kWh~which means
that hCP50.451!.

Performance tests have been conducted to the plant and the
following performances, reduced to reference ambient conditions,
were measured: PGT577.7 MW, PSTT542.1 MW, heat rate 8106
kJ/kWh ~which means thathCP50.444!. The question is how
much are the deviations (DhCP)GT , (DhCP)S.

First efficiency deviations of the gas turbine, steam plants
and the entire plant are evaluated, by employing equations~A1!,
~A2!, and~A9! and taking«GT50.02. The resulting values are as
follows:

Design Current Deltas~%!

hCP 0.451 0.444 DhCP521.55%
hGT 0.296 0.288 DhGT522.7%
hs 0.227 0.225 DhS520.9%

Equation ~6! will now be applied for estimation of component
induced deviations. Additional measurements have to be used in
order to quantify the efficiency deviation components.

Gas Turbine. Back pressure has been measured and found
the same as for nominal conditions, thereforeDhGT,OD50,
DhGT,D522.7%,.

Steam Plant. The temperature of the flue gas existing the gas
turbine has been measured 6°C above nominal, while flue gas
mass flow rate is .3% lower than nominal. These deviations give
an off-design operation of the steam plant, resulting into an in-
crease of its efficiency byDhS,OD51.2% ~the increase is caused
by increased HRSG effectiveness due to larger temperature at its
entry!. Applying now equation~5! and using the steam plant over-
all efficiency deviation, givesDhS,D522.1%.

Using these values for the component deviations in equation~6!
gives the contributions for the gas and steam turbine plants:

~DhCP!GT520.9% ~DhCP!S520.6%

It should be noted that if the influence of each component was
accounted by simply taking the corresponding partial derivative,
then the reduction due to the gas turbine should have been esti-
mated to be21.37% and due to the steam plant20.18%. Such
results would lead to the erroneous conclusion that the gas turbine

is mostly responsible for the plant deficiency, while the actual
situation is that steam plant deterioration contributes significantly
to the overall plant deficiency. A schematic of the different devia-
tions is presented in Fig. 4.

Looking at the deviations of the steam plant, it is observed that
its permanent deviation could pass unnoticed, as it is partially
offset by the improvement caused by it driven to operate at a
better efficiency~due to the increase is gas turbine outlet tempera-
ture!. This observation shows that, the present approach is also
useful as an improved diagnostic tool to identify malfunctions of
the plant components.

Test Case 2: A CCGT Plant With Two Gas Turbines. The
nominal performances of a CCGT plant with two gas turbines,
with the layout shown in Fig. 5, are as follows: PGT15PGT2
580 MW, PST584 MW, heat rate 7975 kJ/kWh. Performance
tests have been conducted and the following performances were
measured: PGT1577.7 MW, PGT2574.9 MW, PST585.83 MW,
heat rate 8156 kJ/kWh. Measurements of gas turbine exhaust gas
temperature, exhaust pressure, flue gas flow rate, HRSG gas inlet
and outlet gas and steam temperatures as well as steam flow rate
have been performed. The contribution of all five plant compo-
nents to overall deficiency are to be evaluated.

Since the individual component contributions are now consid-
ered, the matrix relation~9! will be used. The component number-
ing for this plant is as shown in Fig. 5. The matrix relation for this
particular plant takes the following form:

Fig. 4 Deviations of component and overall plant efficiencies
for a simple combined-cycle gas turbine „CCGT… plant

Fig. 5 Layout of the combined power plant with two gas
turbines
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F ~DhCP!GT1

~DhCP!HR1

~DhCP!GT2

~DhCP!HR2

~DhCP!ST

G5F Dh11 Dh12 0 0 Dh15

Dh21 Dh22 0 0 Dh25

0 0 Dh33Dh34 Dh35

0 0 Dh43Dh44 Dh45

0 0 0 0 Dh55

G
33

a1~12hHR1hST!
hGT1

hCP

a1~12hGT1!hST

hHR1

hCP

a2~12hHR2hST!
hGT2

hCP

a2~12hGT2!hST

hHR2

hCP

(
i 51

2

ai~12hGTi!hHRi

hST

hCP

4
where a15QGT1/QGT11QGT2, a25QGT2/QGT11QGT2. In this for-
mulation it has been assumed that the HRSG does not influence
the steam turbine cycle performance, which is a good approxima-
tion when the feed steam properties are controlled.
The observed values of efficiencies of the plant and its compo-
nents are as follows:

Design Current Deltas

hCP 0.451 0.441 DhCP522.22%
hGT1 0.296 0.288 DhGT1522.7%
hHR1 0.611 0.606 DhHP1520.75%
hGT2 0.296 0.277 DhGT2526.4%
hHR2 0.611 0.618 DhHR251.14%
hSTT 0.361 0.361 DhSTT50.0

Efficiency deviations for each one of the components are evalu-
ated in the same way as in Test Case 1. The previous matrix
relation is then applied and the following contributions to overall
efficiency deviation are calculated:

~DhCP!GT1520.46, ~DhCP!HR1520.32,

~DhCP!GT2520.90, ~DhCP!HR2520.54, ~DhCP!ST50.0

It should be noted that in this case too the picture is quite different
from what would have been deduced by simply taking partial
derivatives. It can be easily verified that the HRSG2 would appear
to have a positive contribution to efficiency, while its actual con-
tribution is clearly negative. In this case too although HRSG2 was
deteriorated, it only appeared to perform better because the gas
turbine preceding it, being deteriorated also, fed it with hotter flue
gases. This kind of situation would have remained unnoticed, a
fact which could have negative consequences: if the performance
of only the gas turbine was restored~by overhaul, for example!, it
would then be discovered that this does not lead to recovery of
overall plant efficiency.

Discussion. As mentioned already, in order to identify com-
ponent contributions, apart from the overall performance measure-
ments, additional ones are needed, in order to characterize the
performance of each component. It is useful at this point to com-
ment on the fact that deviationsDhGT,OD are not expected to be
very large, because the sensitivity of the gas turbine to back pres-
sure ~Fig. 2! is relatively small, for the amount of changes ex-
pected to occur in practice during operation. On the other hand, a
quantity which can be significant isDhHR,OD, due to its increased
sensitivity to EGT variations.

Application of the method requires also the existence of perfor-
mance data for each component, and in particular data on how it
responds to changes of certain quantities. Such data are usually
provided by the manufacturer, in the form of correction curves
~see, for example, Cloyd and Harris@15#!. For example the curve
of Fig. 2, describing sensitivity of gas turbine efficiency to back-
pressure, is typically provided with the set of test data correction
curves of a newly commissioned gas turbine. Plant simulation
software, capable of adapting to particular components and reli-
ably representing their operation, can also be used to support ap-
plication of the method.

The method presented here can be used for allocation of
changes observed during operation, but also for evaluating the
initial performance of a plant, namely to check whether the design
targets have been achieved and if not, what is the reason. Situa-
tions in which existing old components are retrofitted for building
a new plant may be cases where such evaluations can be useful.
When the performance of components are evaluated, it may be
necessary to take into account constraints existing on the design of
components. For example, efficiency gains from operation of
steam plants fed with flue gases hotter than designed, may have to
be restricted due to limits in the capacity of the steam generators
or the steam turbine.

The present method uses a formalism similar to techniques
known as linearized Gas Path Analysis~GPA! methods, for detec-
tion of gas turbine engine faults. Typical such methods are de-
scribed by Volponi and Urban@16# while a review of existing
techniques has been given by Simon@17#. Although these methods
too employ the concept of small deviations, they deal with ways
to solve a linear system interrelating measurement deviations and
component parameter deviations. For the problem studied here,
they would provideDhGT ,DhS from measurements data. This
approach is not essential in the present case, because the relations
between measurements and parameters are simple enough to be
applied directly. The component parameter deviations determined
by GPA, on the other hand, are assumed to result from faults or
deterioration. Changes due to mismatching are considered to be
negligible, an assumption fulfilled with very good accuracy for the
components of a gas turbine. On the other hand, the originality of
the present method is that it goes one step further, as it permits
isolation of deviations due to component alteration and estimation
of the actual amount each component contributes to an overall
deviation.

Some of the notions used in the present work have also been
used by the works performing thermoeconomic diagnosis~Arena
and Borchielini@10#, Valero et al.@11#, Torres et al.@12#, Lerch
et al. @13#, Stoppato and Lazzaretto@9#, and Lazzaretto et al.
@14#!. The idea that individual component malfunction influences
overall performance not only through the change of component
parameters but also though the ‘‘dysfunction’’ it causes on other
components performance, has been employed. These methods fo-
cus, however, mainly onto the ‘‘direct’’ problem, namely the as-
sessment of economic impact of individual malfunctions on the
performance of a thermal system. Although criteria for allocating
malfunctions to components are provided, they are not quantita-
tive. For example Stoppato and Lazzaretto@9# state that their
analysis offers indicative suggestions about the causes of malfunc-
tions, while Lazzaretto et al.@14# mention that their analysis pro-
vides the component ‘‘probably guilty’’ for a malfunction. On the
other hand Valero et al.@11# conclude that given the data of per-
formances of a plant, thermoeconomic analysis in not sufficient to
find precisely the causes of deviation. The originality of the
present method is that it provides exactly this possibility. This is
achieved by using data in addition to the overall performances,
and in particular quantities interrelating the performance of indi-
vidual components~e.g. gas turbine exhaust gas temperature, back
pressure etc!. On the other hand, the specific component perfor-
mance data needed are identified~e.g. the data of Figs. 2, 3!. The
present method provides thus a quantitative estimation of causes
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of plant malfunctions, going a step deeper than the above men-
tioned analyses. This quantification is useful, as it can serve as a
basis for precise estimation of the outcome of corrective actions,
while it can serve as a basis for cost allocation in cases of esti-
mating the responsibilities of individual components on an overall
plant observed inefficiency.

6 Conclusions
A method for diagnosing the sources of deficiencies in com-

bined cycle gas turbine plant has been presented. The principles of
the method have been introduced by examining a simple plant
comprising a single gas turbine, while a generalized representa-
tion was derived for plants with more than one gas turbines.

Implementation of the method on the basis of test data was
discussed and measurement needs for its application were identi-
fied. Component performance sensitivity data were also identified
as necessary for implementing the method, and the way of obtain-
ing them was discussed.

The contribution of plant components to overall plant perfor-
mance deviations have been analyzed, and it was shown that the
actual effect of a change in a component is not only directly
through its efficiency, but also through the way it forces neighbor-
ing components to operate at conditions out of design. It was
demonstrated that the relative magnitude of the causes of defi-
ciency can be significantly different from what observation of
deviations simply evaluated by differentiation indicates.

It was shown that evaluating component contribution to over-
all plant deficiency by the proposed method provides informa-
tion useful, if corrective action is to be taken for restoring plant
performance.

Appendix

Derivation of Relationships Between Efficiencies

Performance Parameters Definitions.The efficiencies used
by the present analysis for a plant as well as its components are
defined in the following:
Overall Plant Efficiency:

hCP5~WGT1WST!/Qf (A1)

Gas Turbine:

hGT5WGT /Qf (A2)

The heat available to the HRSG is

H42H05Qf2QGT loss2WGT5Qf~12«GT!2WGT .

A coefficient for heat loss between gas turbine exit and HRSG
inlet is also defined:

«CON5~H42H5!/~H42H0!512~H52H0!/~H42H0!.
(A3)

The efficiency of the HRSG is expressed through effectiveness,
defined as follows:

hHR5~H52H6!/~H52H0!. (A4)

This quantity expresses the amount of heat effectively used as a
fraction of the available heat, which is the heat that could be
recovered if the gases were cooled to ambient temperature.

Heat losses in the HRSG~e.g., radiation to the environment,
leaks! are expressed as a fraction of the heat absorbed from the
flue gases:

«HR512~Hd2Hc!/~H52H6!. (A5)

Steam Turbine Cycle:

hST5WST/~Hd2Hc! (A6)

The combination of HRSG and steam turbine~‘‘steam plant’’!
can be characterized by means of the steam plant efficiencyhS :

hS5WST/~H52H0!. (A7)

It is easily verified that

hS5hHRhST~12«HR!. (A8)

Derivation of Efficiency Interrelations. In order to derive the
relation of the overall plant efficiency to the efficiencies of its
components we express the first law in the form of heat balances
of the components, and apply the definitions of the relevant quan-
tities. The heat given to the steam, evaluated in this way, is

QST,IN5hHR~12hGT2«GT!~12«CON!~12«HR!Qf .

By using the definitions of efficiency of the steam turbine cycle
and the overall efficiency we obtain

hCP5hGT1~12hGT2«GT!~12«CON!~12«HR!hHRhST.

The connecting ducts losses are very small and can be considered
to be included in the HRSG heat losses. Substituting then from
Eq. ~A8! for steam plant efficiency gives Eq.~1! of the main text.

Generalization for More Than One Gas Turbines.The fore-
going analysis can be extended for plants comprising more than
one gas turbine, each one connected to a heat recovery steam
generator and all of the steam generators feeding one steam tur-
bine. Using the same approach, the following relation can then be
derived for overall efficiency:

hCP5(
i

~hGTi1~12hGTi2«GTi!hHRihST!
Qf i

Qf
. (A9)

i indicates the branch consisting of a gas turbine and the HRSG
that follows it.Qf i is the heat input to thei th gas turbine andQf
the total heat input to the plantQf5S

i
Qf i .

Nomenclature

m 5 mass flow rate
h, H 5 specific enthalpy, enthalpy

HRSG 5 heat recovery steam generator
LHV 5 fuel lower heating value

P 5 power output
Qf 5 heat input to the plant

Qloss 5 parasitic losses, such as casing radiation and con-
vection, mechanical losses to the lube oil

W 5 work output of a turbine
« 5 heat loss coefficient
h 5 efficiency of a component

Dh 5 efficiency percentage deviation,Dh51003(h8
2h)/h

Subscripts

0,1,2,3,4,55 station along the gas flow path, Fig. 1
a, b, c, d 5 station along the steam flow path, Fig. 1

CP 5 quantity referred to the overall combined plant
D 5 design
f 5 fuel
g 5 gas

GT 5 quantity referred to a gas turbine
HR 5 quantity referred to an HRSG
i, j 5 index of plant component

OD 5 off-design
S 5 quantity referred to steam plant

ST 5 quantity referred to steam turbine
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A Recuperated Gas Turbine
Incorporating External Heat
Sources in the Combined
Gas-Steam Cycle
The recuperation by means of external waste heat sources, as opposed to the recuperation
of the turbine exhaust gases (to preheat the compressed air), allows one to utilize the hot
exhaust gases of the gas turbine in the bottoming steam cycle to produce steam in order
to generate additional power. Such a combined gas/steam energy system, closely inte-
grated with the industrial process, can produce electric power (and useful heat) with high
efficiency and very low atmospheric air pollution. In the present paper two examples of
applications of this new technology have been analyzed from the economic and ecological
viewpoint. @DOI: 10.1115/1.1448325#

Introduction
In many industrial processes significant amounts of waste heat

are liberated, often with tail or waste gases~combustible or in-
combustible!. The waste heat carrier is in most cases the water
steam, generated in waste heat boilers and then utilized in steam
turbines to produce the mechanical or electric power for a com-
pressor or a generator drive. The tail gas enthalpy is utilized for
power generation in gas expanders, which are used as supplement-
ing power units in steam power systems. Industrial power plants
with mostly low steam conditions and high temperature differ-
ences between hot process or tail gases and steam produce great
exergy losses, which are the reason of low overall efficiency of
the steam power cycle. An introduction of a recuperated gas tur-
bine fired with natural gas into all industrial processes with waste
heat or waste gas production can enhance the overall system effi-
ciency of industrial power plants, and contribute to minimize the
atmospheric air pollution. The recuperation by means of external
heat sources~to preheat the compressed air before the combustor!
gives an important advantage that allows one to utilize the hot
exhaust gases of the gas turbine to produce steam in order to
generate additional power. That leads to a combined cycle power
plant of the specific kind of gas turbine integration with the pro-
duction process. The integration can spread from the preheating
compressed air for the combustor, through the compressor air dis-
charge for process purposes, to hot tail gas injection into the gas
turbine. The compressor cooling can also be necessary for better
adjustment of the compressed air temperature to the waste heat
source temperature.

The external heat recuperation can also be applied in such en-
ergy systems, where a cheap or low BTU waste fuel is available.
In such systems the external recuperator converts into a waste fuel
burning air preheater for the gas turbine combustor fired with high
BTU fuel.

For the economic and ecological analysis of the new power
systems with a recuperated gas turbine, two industrial processes
are chosen. The first one is the catalyst regeneration process of the
catalytic cracking of crude oil, i.e. a process with very high CO2
emission and nearly without NOx discharge. The nitric acid pro-

duction, as the second one under discussion is characterized by
CO2 free exhaust gas, and by significant NOx emission.

In the paper a theoretical analysis of these application examples
of the new technology will be considered on the basis of the
combined cycle calculation results.

Recuperated Gas Turbine Process and Efficiency
Definitions

A simplified gas turbine process without heat recuperation~a
simple cycle! and with heat recuperation, both with an internal
source~exhaust gases from a turbine!, as well as with an external
source, is shown on the entropy diagram, Fig. 1.

As can be seen in Fig. 1, an introduction of heat recuperation in
the gas turbine process brings about~on the assumption of the
constant cycle pressure ratiop5p2 /p1 , and the constant tem-
perature ratioQ5T3 /T0!:

• a decrease in fuel consumption of the gas turbine owing to an
increased air temperature upstream the combustion chamber
in comparison with a simple cycle;

• a decrease in the gas turbine power resulting from additional
flow resistance in air and gas paths leading to a decrease in
the turbine pressure ratiopT5(12«)p;

• an increase in the turbine exhaust gas temperature (T4RZ
.T4 ,T4RW.T4).

It can also be seen~Fig. 1! that, as opposed to the recuperation
of the turbine exhaust gases, the recuperation with external heat
sources~to preheat the compressed air before the combustor! al-
lows one to utilize fully the exhaust gases in the bottoming steam
cycle with a steam turbine. In such a combined gas/steam process
with two different heat sources as fuel energy and process waste
heat, the effectiveness of electric power generation must be ad-
equately defined, namely

• gas turbine fuel efficiency, understood as the effective ther-
mal efficiency on the generator clamps

hF[hthe5Pel GT/Q̇F ; (1)

• combined gas/steam cycle fuel efficiency

hF COMB5~Pe1 GT1Pe1 ST!/Q̇F ; (2)

• overall thermal efficiency of the energy system

h0[hthe05~Pe1 GT1Pe1 ST1Pe1 EX!/~Q̇F1Q̇P!, (3)
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when in the energy system, besides gas and steam turbines, also
gas expansion turbines~expanders! are used, andQ̇p is the total
waste heat output from the industrial process.

Recuperated Gas Turbine in Fluid Catalytic Cracking
Process„FCC…

Conventional Power Systems in FCC Process.The fluid
catalytic cracking process is widely used in petroleum refining for
the conversion of oil feedstocks into lighter hydrocarbons. The
key element in that process is the catalyst, which breaks down the
heavy oil molecules by stripping away some of the carbon atoms.
The accumulated deposit of carbon atoms~coke! is burned off the
catalyst in a regenerator producing high temperature gas. The re-
generation process requires a substantial amount of air to support
the combustion of the coke and fluidize the bed in the regenerator.

In the conventional FCC process with power recovery~Fig. 2!,
the hot gas enthalpy is utilized for power generation in expansion
turbines~expanders!. The steam for the condensing steam turbine
is produced in the waste heat boiler, from the remainder part of
the recoverable thermal energy.

The motor-generator included in the machine train produces the
electricity and supplies the compressor power requirements.

The results of calculations of the conventional energy system in
the FCC process~with power recovery, Fig. 2! are presented in
Table 1.

The conventional energy system in a FCC plant is characterized
by low overall efficiency~about 25 percent depending on the pro-
cess pressure level!, and very high carbon dioxide emission.

At such surplus power level, the economic advantages provided
by the power recovery systems are difficult to ignore for the pe-
troleum refiner.

Recuperated Gas Turbine Set Integrated With FCC Process
The overall thermal efficiency of the FCC energy system can be
significantly enhanced if the gas turbine with external process heat
recuperation is applied~Fig. 3!. A reduction of the relative CO2
emission is inherently connected with efficiency growth.

Fig. 2 Combined gas-steam cycle utilizing the catalyst regen-
eration energy „†5‡…. E–expansion turbine, ST–steam turbine,
MG-motor-generator, WHB–waste heat steam boiler, sc–spent
catalyst, rc–regenerated catalyst, R–Regenerator, 3CS–third
cyclone stage, EP–electrostatic precipitator, S–stack.

Table 1 The results of conventional FCC process calculations

Variant 1 2 3

Process heat fluxQp ~MW! 30.44 37.46 49.17
Expander powerPex ~MW! 11.57 11.81 11.92
Steam turbine powerPST ~MW! 5.280 7.576 11.54
Compressor powerPC ~MW! 10.06 9.966 9.604
Electric powerPel ~MW! 6.584 9.138 13.43
Relative CO2 emission~Mg/MWh! 11.5
Process efficiency~percent! 21.9 24.4 28.16
Expander inlet temperature~°C! 730.0 730.0 730.0
Expander pressure ratio 4.8 3.6 2.6
Air compressor pressure ratio 5.65 4.235 3.059
Expander mass flow~kg/s! 39.0 48.0 63.0
Process air mass flow~kg/s! 44.1 54.2 71.2
Expander polytropic efficiency~percent! 81.1 80.0 80.0
Compressor polytropic efficiency~percent! 86.0 85.0 85.0
Pressure drop factor 0.15 0.15 0.15
Steam mass flow~kg/s! 5.4 7.75 11.8
Live steam pressure~bar! 40.0 40.0 40.0
Live steam temperature~°C! 430.0 430.0 430.0
Process gas inlet temperature~upstream
the waste heat boiler! ~°C!

504.3 531.0 587.3

Fig. 1 Entropy diagram of gas turbine processes. Simple cycle: 0-1-2-3-4-5;
cycle with heat recuperation with turbine exhaust gases: 0-1-2-Rw-3R-4Rw-
5Rw-6Rw; cycle with heat recuperation with an external source 0-1-2-Rzi-3R-
4Rz-5Rz, iÄ1, . . . – n .
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The recuperated gas turbine strictly incorporated into the FCC
process should provide

• process air extraction from the gas turbine compressor,
• utilization of the process heat to preheat the compressed air

before the combustor,
• utilization of the exhaust gases heat for the steam generation

to produce the additional electric power,
• introduction of the intersection cooler for better process heat

utilization.

Computations of both the FCC energy systems~Fig. 3! have
been made on the assumptions presented in Table 2.

For the pollution calculations, the following assumptions have
been made:

• the sulfur and its compounds are removed during earlier
phases of the technological process and do not deposit on the
catalyst grains,

• in the fluidized bed the burning temperatures are low enough
so that the NOx production can be omitted in the calculations
of that process phase,

• the NOx emission in the gas turbine does not depend on the
burning temperature and is equal to 50•1026 kg/MJ, which
corresponds to 25 ppm, and

• LHV-es for the gas and carbon are equal to 35000kJ/Nm3 and
4120 kJ/kg~necessary for the CO2 emission calculations!.

Relative extraction mass flows differ in both the cases under
examination. For the gas turbine set with process air extraction
this value is defined as a rate of the process air mass flow and the
gas turbine compressor inlet mass flow:

dA5ṁA /ṁV . (4)

For the gas turbine set without process air extraction the process
air mass flow is divided by a sum of both the compressor mass
flows ~process air compressor and gas turbine compressor!:

dA5ṁA /~ṁA1ṁV!. (5)

The overall thermal efficiencies and fuel efficiencies for gas
turbine set with process air extraction and waste heat utilization
combined with steam cycle~variant 1! are presented in Figs. 4 and

Fig. 5 Combined gas Õsteam cycle fuel efficiency of the ad-
vanced FCC energy system versus relative process air extrac-
tion „T3Ä1100°C, 1311°C, 1455°C; pÄ20…

Fig. 3 Combined gas-steam cycle using catalyst regeneration
energy: Variant 1–strictly integrated GT with FCC process,
Variant 2–with conventional machine train „without ST … parallel
to the recuperated GT. PAC–process air compressor,
E–expander, MG–motor-generator, GT–gas turbine, APH–air
preheater „recuperator …, ST–steam turbine, G–generator,
WHB–waste heat steam boiler, IC–intersection cooler, sc–
spent catalyst, rc–regenerated catalyst, R–regenerator, 3RD–
third cyclone stage, EP–electrostatic precipitator, S–stack.

Table 2 Gas turbine data used in the calculations „installation
and process machine parameters—the same as in Table 1 …

Unit Value

Turbine polytropic efficiency~GT set! hpt ~%! 88
Compressor polytropic efficiency~GT set! hpC ~%! 90
Gas turbine inlet pressure drop 0.030
Compressor cooler pressure drop 0.035
Combustion chamber pressure drop 0.065
Recuperator pressure drop 0.040

Fig. 4 Overall thermal efficiency of the advanced FCC energy
system versus relative process air extraction „T3Ä1100°C,
1311°C, 1455°C; pÄ20…
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5 as a function of relative process air extraction from the gas
turbine compressor. In Fig. 6 the relation between the electric
power and relative process air extraction is shown. In this figure
the overall electric power of the energy system~the sum of GT,
ST, and EX output! and the steam turbine and expander powers
are presented as well.

The overall thermal efficiencyh0 growths for lower relative
process air extractionsdA . In that region, the highly effective
combined steam-gas turbine cycle dominates in the whole power
generation process~Fig. 4!.

The opposite situation exists for the fuel efficiencyhF , Fig. 5.
For higher relative extractions, the optimized gas turbine has low
power and needs less fuel, because a lot of heat required for the
GT is taken from the FCC process. It means that the expander
power is greater than the gas turbine power~Fig. 6!.

When the gas turbine plays a significant role~smalldA values!,
greater turbine inlet temperatures lead to higher fuel efficiencies.
In case of overall efficiency the higher combustion temperatures
are always connected with greater efficiencies.

Lower relative extractions mean a greater air mass flow at the
gas turbine compressor inlet. The expander power increases insig-
nificantly with the relative extraction growth. The steam turbine
power can be optimized in some cases because the expander outlet
gases have a temperature in 300–400°C range.

The fuel efficiency in the range of 60 percent, not available up
till now in the conventional combined power plants, can be easily
reached in the case of a recuperated gas/steam system incorpo-
rated into the FCC process.

The relative emissions are presented in Figs. 7 and 8. In the

Fig. 6 Electric power of the combined gas Õsteam FCC energy
system, expander power and steam turbine power versus rela-
tive process air extraction „T3Ä1100°C, 1311°C, 1455°C; pÄ20…

Fig. 7 Oxygen dioxide emissions for the combine gas Õsteam
cycle of the advanced FCC energy system

Fig. 8 NOx emissions for the combined gas Õsteam cycle of the
advanced FCC energy system

Fig. 9 Overall thermal efficiency of the advanced FCC energy
system versus relative process air extraction

Fig. 10 Electric power of the combined gas Õsteam FCC energy
system, expander power, and steam turbine power versus rela-
tive process air extraction
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conventional FCC process, CO2 relative emissions achieve about
11.5 Mg/MWh, which is a value few times higher than values
presented in Fig. 7. For comparison, CO2 emissions in the lignite-
based technology used in power plants achieve about 1.2 Mg/
MWh ~the lowest values presented in Fig. 7!.

In hard coal fired power plants, NOx emissions are about 3
kg/MWh, which means about ten times greater values than those
presented in Fig. 9 for the new power system.

In variant 2, the old process air compressor remains in the new
system~coupled with a expander and a motor-generator!. There is
no process air extraction from the gas turbine and the gas turbine
under consideration differs only by the intersection cooling from
conventional heavy-duty gas turbines. Some of them~e.g., RB-
211! can be used in the FCC process without any significant ad-
aptations~@1#!, except replacing an internal recuperator at the tur-
bine outlet by a FCC process heat recuperator. In Fig. 9 and 10,
the parameters obtained in selected gas turbine sets with the pres-
sure ratiop520 ~FT8 and GTX100! are marked. The higher over-
all efficiencies than in variant 1 are connected with the above
mentioned differences ofdA definitions in both the variants. The
fuel efficiencies are lower than in variant 1, due to the fact that the
electric generator and electric motor efficiencies are taken into
account.

Recuperated Gas Turbine in a Nitric Acid Plant

Today’s Power Systems in Nitric Acid Plants. The raw ma-
terials required for the production of nitric acid (HNO3) are at-
mospheric air and ammonia (NH3). These raw materials are com-
bined at elevated pressure and temperature and pass over a
platinum-rhodium catalyst in the converter~Fig. 11!, where am-
monia reacts with oxygen from the air to form the nitric oxide
~NO!.

The reaction is highly exothermic and the generated high tem-
perature process gas enters the heat exchanger train where a major
portion of the reaction energy is recovered as heat, and the nitric
oxide oxidizes further to nitrogen dioxide (NO2). NO2 , oxygen,
and water are combined in the absorption column to form nitric
acid. These reactions depend highly on temperature and pressure,
namely low temperatures and high pressures favor the formation

of nitric dioxide together with the nitric acid. Parts of the exother-
mic reaction heat and the total heat flux are shown in Table 3.

The tail gas~mostly nitrogen with about two percent oxygen!
from the absorption column is reheated with a part of the reaction
heat in order to provide power for the air compressor by driving
the hot gas expansion turbine~expander!. Fig. 12 shows the tem-
perature diagram for the heat exchanger train in the HNO3 plant
of 1000 Mg HNO3 daily capacity.

The results of calculations of the conventional energy systems
in the nitric acid production process are shown in Table 4. It is
clearly visible that the overall thermal efficiencies of the electric
power generation do not exceed 12 percent.

In many HNO3 plants the overall thermal efficiency is much
lower than the computed one, while the steam cycle dominates in
the heat recovery system, and the expander inlet temperatures do
not exceed 500°C. Many HNO3 plants are so designed that the
whole process, including the machine train, is self sufficient ener-
gywise. When the surplus energy is at disposal, then it is mainly
in the form of the exported steam.

Recuperated Gas Turbine Set Integrated With Nitric Acid
Plant. In earlier works~e.g.,@2#! connected with possibilities of
the gas turbine set integration with the nitric acid plant, only the
tail gas injection into the combustion chamber was analyzed. The
significant amounts of the process heat were used for the steam
generation, like in the conventional nitric acid plant~Fig. 12!.

The compressed air preheating by the process gas heat is not
discussed in that paper. In the gas turbine integrated with the
HNO3 plant, the hot tail gas~reheated in the heat exchanger train!
is injected upstream the combustion chamber.

The steam was generated in the waste heat boiler supplied by
both the gas turbine exhaust gases and in the topping high pres-
sure waste heat boiler in the heat exchanger train of the HNO3
plant.

A suitable combination of the waste heat boiler downstream the
gas turbine with the high pressure steam generating unit in the
heat exchanger train allows one to obtain a high level of steam
production.

In Fig. 13, the possibilities of using the high-pressure waste
heat boiler in the heat exchanger train to enhance the steam pa-

Fig. 11 Schematic arrangement of a nitric acid plant. 1–ammonia air mixer,
2–converter catalyst, 3–converter elbow, 4–expander gas heater, 5–high pressure
waste heat boiler, 6–tail gas heater, 7–waste heat exchanger, 8–absorber,
9–steam superheater, 10–combustor „NOx catalytic reduction …, 11–economizer,
12–stack, ST–steam turbine, LPC–low pressure compressor, HPC–high pressure
compressor, E–expander.
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rameters in the combined cycle power generation are presented.
The high-pressure waste heat boiler is located between the tail gas
heater and the expander gas heater and reaches the thermal output
of approximately 24 MW~HNO3 plant of 1000 Mg/day capacity!.

The recuperated gas turbine set introduced to the HNO3 plant
promises higher efficiencies of the gas cycle. The exhaust gases,
which leave the gas turbine, have temperature high enough, which
allows one to get the steam parameters like in the classical com-
bined steam/gas cycle. In this solution, the high-pressure waste
heat boiler is replaced by the compressed air preheater for the
gas turbine combustor. The new heat exchanger train consists only
of the compressed air preheater and tail gas low and high

temperature preheaters. The suitable energy system is schemati-
cally presented in Fig. 14, and corresponding temperature diagram
in Fig. 15.

A new energy system with the recuperated GT has been com-
puted ~Table 5! on the basis of the scheme presented in Fig. 14

Fig. 12 Temperature diagram for the heat exchanger train
in the HNO 3 plant of 1000 Mg HNO 3 daily capacity „the ex-
changer and apparatus numbers correspond to numbers
shown in Fig. 11 …

Fig. 13 Temperature diagram of the high pressure waste heat
boiler for different arrangements of boiler heating surfaces
„economizer, evaporator, superheater …

Fig. 14 Recuperated gas turbine with compressed air preheat-
ing combined with steam cycle for an advanced nitric acid
plant „with electric power coproduction …. Compressor-
expander train like in conventional energy system.

Fig. 15 Temperature diagram for the heat exchanger train
in the HNO 3 plant of 1000 Mg HNO 3 daily capacity. NO x-
CR–catalytic combustor for NO x red., HTE–high temperature
exchanger, AP–air preheater for the GT combustor, LTE–low
temperature tail gas exchanger.

Table 3 Energy of exothermic reactions in the nitric acid
production

Conversion Process

Liberated Reaction Heat
Thermal

ConditionsGJ/MG HNO3 %

4NH315O254NO16H2O 3.671 51.4 high
temperatures4NH313O252N216H2O 0.214 3.0

2NO1O252NO2 0.918 12.8
low

temperatures
4NO212H2O1O254HNO3 1.022 14.3
Nitric acid dilution 0.378 5.3
Steam condensation 0.946 13.2
Total liberated heat 7.149 100.0

HNO3 World Production@3#: 60 mln Mg per year
Liberated Reaction Heat: 429 mln GJ per year
Waste Heat Output: 429•108/(8000•3600)514.9 GW

Table 4 The calculations results of conventional nitric acid
production process

Variant 1 2

Process heat fluxQ̇p ~MW! 82.743 82.743
Process pressure ratio 11.0 15.0
Expander inlet temperature 693.0 693.0
Process air mass flow~kg/s! 55.0 55.0
Tail gas mass flow~kg/s! 43.175 43.175
Process air compressor power~MW! 16.404 19.052
Expander powerPex ~MW! 18.902 20.611
Steam turbine powerPST ~MW! 7.047 7.047
Electric powerPel ~MW! 9.259 8.348
Process efficiency~percent! 11.2 10.1
Pressure drop factor~installation! 0.175 0.175
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and air and tail gas exchanger heat output~Fig. 15!. The calcula-
tions have been made on the following assumptions:

• the tail gas heating in the catalytic combustor for NOx reduc-
tion is not taken into consideration;

• compressed air preheating is selected for two GT sets virtu-
ally adapted to the external heat recuperation;

• the selected gas turbines power is taken without any alter-
ations, however the fuel heat output was reduced by the heat
exchanged in the air preheater~recuperator!.

Extremely low overall thermal efficiency of the conventional
nitric acid energy system growths about three or four times due
introducing the combined gas/steam cycle. In the combined cycle
power plant with the recuperated gas turbine and integrated with
the HNO3 plant ~1000 Mg daily capacity!, the fuel efficiency
hFcomb can achieve 70 percent and even 85 percent depending on
the effective electric power~38 MW, respectively, to 63.7 MW!.

In the whole world about 60 mln Mg/year of HNO3 is produced
~@3#!. It allows one to get the possible power about 17 GW with
the combined gas/steam cycle fuel efficiency of 70 percent. In
comparison with future combined gas/steam power plants with 60
percent fuel efficiency, it enables one to reduce the CO2 world
emission by about 240,000 Mg per year.

Conclusions
An introduction of a recuperated gas turbine incorporating ex-

ternal heat sources in the combined gas-steam cycle into the in-
dustrial process allows for

• electric power production with an efficiency which will not
be attainable before the first decade of the 21 century in com-
bined gas-steam power plants;

• significant reduction of the atmospheric air pollution~ther-
mal, CO2 , and NOx emissions!.

It should not be difficult to make a realistic estimation of the
investment costs for this new energy system. The investment costs
depend on the integration scale. By means of the full integration
of the combined gas/steam power plant with the FCC process
~Fig. 3, variant 1! the investment costs can be reduced by exclud-
ing the process air compressor. In that case the WHB downstream
the hot gas expander will be replaced by the air preheater for the
gas turbine. It balances those costs.

There are many more possibilities of HNO3 plant integration
with the combined gas/steam power plant. In the simplest case, a
high pressure WHB located in the heat exchanger train is replaced
by an air preheater of the gas turbine, without any changes in the
whole machine train. In a wider case, the whole conventional
machine train of the HNO3 plant is replaced by the industrial gas
turbine~with process air extraction, combustor air preheating and
tail gas injection into the gas turbine!. The investment costs for
such integration can be the lowest for newly erected HNO3 plants.

The external heat recuperation requires some design adapta-
tions of present heavy duty gas turbines referring to compressed
air extraction and preheated air injection. The heavy duty gas
turbine pressure ratio suits well in most industrial processes~e.g.,
p515 is the value which is used most often in two-pressure
HNO3 installations!.

These adaptations can be carried out perhaps only within the
frames of future international programs or by an extension of the
existing U.S. Department of Energy Program~@4#!.

Nomenclature

cp 5 specific heat at constant pressure J/~kg•K!
e 5 relative emission, kg/MWh

ṁ 5 mass flow rate, kg/s
p 5 absolute pressure, Pa
P 5 power, W
Q̇ 5 heat ratedQ/dt, W
q 5 specific heat, J/kg
b 5 fuel-to-air mass ratio
« 5 relative pressure drop

dA 5 relative air extraction
h 5 efficiency

hp 5 polytropic efficiency
p 5 cycle/compressor pressure ratio

Subscripts

0 5 basic conditions, overall
1,2,3...5 state points

C, c 5 compressor, cold
e 5 effective, stagnation conditions

el 5 electric
EX 5 expander

F 5 fuel
GT 5 gas turbine

P 5 process
R 5 recuperator

ST 5 steam turbine
T 5 turbine
th 5 thermal
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Table 5 Results of calculations for the energy system of the
combined cycle with a recuperated gas turbine „HNO3 plant
capacity—1000 Mg Õday …

Gas Turbine Set„Virtually Adapted … FT8 GTX100

Total process heat fluxQp ~MW! 82.743 82.743
Process air compressor power~MW! 9.299 9.299
Nitric gases compressor power~MW! 6.108 6.108
Expander powerPex ~MW! 16.281 16.281
Process air ratiodA 0.392 0.312
Process air mass flow~kg/s! 55.0 55.0
Gas turbine mass flow~kg/s! 85.35 121.2
Expander inlet temperature~°C! 500.0 500.0
Gas turbine power~MW! 25.47 43.00
Steam turbine power~MW! 12.1 19.8
Electric power~MW! 38.418 63.648
GT fuel heat flux 44.400 93.766
Heat flux transferred in air preheater 22.45 22.45
Overall thermal efficiency~percent! 30.2 36.1
Relative gas consumption~Nm3/MWh! 118.87 151.5
Combined gas/steam cycle fuel efficiency~percent! 86.5 67.9
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Aluminizing Behaviors of Vacuum
Plasma Sprayed MCrAlY Coatings
The objective of this study is aluminide overlay coatings of MCrAlY sprayed by a vacuum
plasma spraying (VPS) process for the protection against high-temperature corrosion and
oxidation of gas turbine components. Diffusion coating processes have been applied for
many years to improve similarly the environmental resistance by enriching the surface of
nickel-based superalloys with chromium, aluminum, or silicon element. Recently, alumi-
nizing of MCrAlY coatings is used for improving further the high-temperature oxidation
resistance. However, the aluminizing properties of plasma-sprayed MCrAlY coatings,
which have an important effect on the coating performance, have not been clarified. In
this study, five kinds of plasma-sprayed MCrAlY (CoCrAlY, CoNiCrAlY, CoNiCrAlY1Ta,
NiCrAlY, and NiCoCrAlY) coating were selected for pack-aluminizing tests. The as
sprayed and the heat-treated (1393 K, 2 h, argon cooled and 1116 K, 24 h, argon cooled)
MCrAlY specimens were Al–Cr–Al2O3–NH4Cl pack-aluminized at 1173, 1223, and 1273
K for 5, 10, and 20 h, respectively. The experimental results showed that the aluminizing
process formed the aluminum rich layers of NiAl or CoAl phase. It also indicated that the
thickness of the aluminum rich layer showed a parabolic time-dependence in all MCrAlY
coatings. The order of reaction diffusion rate was NiCoCrAlY5NiCrAlY.CoNiCrAlY
.CoNiCrAlY1Ta.CoCrAlY. There was a tendency that the reaction diffusion rate by
aluminizing increased with increasing nickel content in the MCrAlY coatings and the
reaction diffusion rate of as sprayed MCrAlY coatings is faster than that of the heat-
treated MCrAlY coatings.@DOI: 10.1115/1.1423914#

Introduction
High-temperature protective coatings used in gas turbine com-

ponents must withstand extremely severe environmental condi-
tions ~@1,2#!. There are two basic coating systems, which are cur-
rently being used in gas turbines to provide improved corrosion
and oxidation resistance, and thereby extend the component life.
These are called diffusion coatings and overlay coatings~@3#!. The
diffusion coatings provide a surface enrichment of aluminum,
chromium, or silicon, and aluminizing behavior of nickel-based
superalloys has been fully reported~@4#!. As operating tempera-
tures of gas turbines are increased, it becomes impossible to
achieve the service lives using the diffusion coatings. On the other
hand, the overlay coatings are specifically designed corrosion and
oxidation resistant MCrAlY alloys, where M is iron, nickel,
and/or cobalt. In recent years, a vacuum plasma spraying~VPS!
process has been used to apply the overlay coatings of MCrAlY
alloys ~@2#!. This coating process has been found to be very effec-
tive for gas turbine components, such as blades and duct seg-
ments, which are exposed to aggressive gases at high temperature.
As operating temperatures are increased, the excellent perfor-
mance of diffusion coatings applied on top of MCrAlY overlay
coatings has been realized. The over-aluminized MCrAlY coat-
ings have been used for improving further the high-temperature
oxidation resistance.

On the other hand, thermal barrier coatings, which consisted of
an air-plasma sprayed yttria partially-stabilized zirconia layer ap-
plied directly over an air-plasma sprayed MCrAlY bond coat
layer, provide to improve the thermal resistivity for air-cooled gas
turbine combustors. Nowadays, thermal barrier coatings, which
consisted of a vacuum-plasma sprayed MCrAlY bond coat layer,
are developed for gas turbine blades and vanes~@5,6#!. In addition
to extending the life of thermal barrier coatings, the aluminized
process to enrich the outer surface of MCrAlY bond coats in alu-

minum content has been developed, and thereby high-temperature
oxidation resistance was highly improved owing to the formation
of the alumina layer at the interface between the yttria partially
stabilized zirconia layer and the bond coat layer~@7,8#!. As men-
tioned above, the over-aluminized MCrAlY coatings were one of
the important technologies for improving the coating life. How-
ever, the aluminizing behaviors of MCrAlY coatings have not
been fully clarified.

In the present paper, five typical kinds of vacuum plasma
sprayed MCrAlY ~CoCrAlY, CoNiCrAlY, CoNiCrAlY1Ta,
NiCrAlY, NiCoCrAlY ! coatings were selected for aluminizing ex-
periments, and the vacuum-plasma sprayed and the heat-treated
~1393 K, 2 h, argon cooled and 1116 K, 24 h, argon cooled!
MCrAlY coatings were pack-aluminized at 1173, 1223, and 1273
K for 5, 10, and 20 h, respectively. The aluminizing behaviors of
these MCrAlY coatings were investigated. Further, the effect of
nickel content on the aluminizing behaviors of MCrAlY coatings
was discussed.

Experimental Procedure
This investigation used IN738LC as a coating substrate, which

is widely used for gas turbine blades. The chemical compositions
of IN738LC is given in Table 1. Also, the standard heat-treatment
for IN738LC is shown in Table 1. Five commercial spraying pow-
ders CoCrAlY, CoNiCrAlY, CoNiCrAlY1Ta, NiCrAlY, and NiC-
oCrAlY were selected. The CoCrAlY coating is used for corrosion
protection and applied at medium temperature~1000–1200 K!.
The NiCrAlY coating is used for oxidation protection and applied
at high temperature~.1200 K! and as the bond coat layer of
thermal barrier coatings. The CoNiCrAlY, CoNiCrAlY1Ta, and
NiCoCrAlY are advanced coating powders that have the superior
properties against the more severe environmental conditions.
These spraying powders are produced by argon atomization. The
chemical compositions and mesh size of these powders are given
in Table 2.

The VPS coatings were carried out with the A-2000V VPS
system~Plasma Technik!, under the following conditions: preheat-
ing temperature 843 K during transferred arc treatment, voltage 64
V, current 685 A, spraying distance 270 mm, argon gas atmo-

Contributed by the Materials, Manufacturing, and Metallurgy Division of THE
AMERICAN SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME
JOURNAL OF ENGINEERING FORGAS TURBINES AND POWER. Manuscript received
by the MM&M Division, Dec. 2000; final revision received by the ASME Headquar-
ters Feb. 2001. Editor: H. D. Nelson.
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sphere 6 kPa. The single face of all IN738LC substrates, which
were 1531535 mmt, was sprayed MCrAlY coatings with 0.3 mm
in thickness after the pretreatment of blasting and transferred arc-
ing. As sprayed and heat-treated MCrAlY specimens~1393 K, 2 h,
argon cooled and 1116 K, 24 h, argon cooled! were subjected to
an aluminizing treatment at 1173, 1223, and 1273 K for 5, 10, and
20 h in a pack-cemented retort purged with pure argon, respec-
tively. The heating rate was 380 K/h, and the cooling rate was 160
K/h until 900 K and furnace cooled after that. The pack mixture
composition is an Al1Cr alloy powder~20 mass percent! as the
aluminum source, NH4Cl ~0.5 mass percent! as the activator, and
alumina powder~79.5 mass percent! as the inert filler.

After the aluminizing treatment, the cross section of test speci-
mens was observed and the thickness of aluminizing layer was
measured using an optical microscope. Intermetallic compounds
precipitated in the MCrAlY coatings and the aluminizing layers
were observed by a scanning electron micrography~SEM! and an
electron probe microanalyzer~EPMA!.

A typical microstructure of VPS CoCrAlY coating is shown in
Fig. 1~a! by the comparison between the as sprayed and the heat-
treated coating. A typical microstructure of VPS NiCoCrAlY coat-
ing is shown in Fig. 1~b!, and the EPMA line analysis results of
the aluminum element are shown. It was found that the micro-
structure of all MCrAlY coatings was composed of precipitated
aluminum compound phase in the Ni and/or Co matrix~@9#!. In
case of the VPS CoCrAlY, the darker matrix was identified by
EPMA asa–CoCr solid solution phase whereas the light precipi-
tated phase consisted ofb–CoAl. Similarly, the VPS NiCoCrAlY
is composed of two phases, which are precipitatedb–~Ni,Co!Al
intermetallic compounds anda–NiCoCr solid solution matrix
~@9,10#!. It was recognized that the microstructure in the as-
sprayed MCrAlY was fine for the rapid cooling of sprayed par-
ticles during spraying process. However, the microstructure of
heat-treated MCrAlY became coarse due to gathering up the pre-
cipitated intermetallic compounds.

Microstructure of Aluminized Coating Layer
A cross-section microstructure of the aluminized layer formed

at the surface of the IN738LC substrate after aluminizing treat-
ment at 1223 K for 10 h is shown in Fig. 2~a!. Two reaction
diffusion layers can be clearly observed using EPMA analysis,
consisting of an aluminum-rich outer layer and an inner diffusion
layer. The aluminum-rich outer layer is nearly 35mm in thickness.
It was confirmed by an X-ray diffraction pattern that the outer
layer mainly consisted of a NiAl precipitated phase. The inner
diffusion layer is nearly 5mm in thickness, consisting of an alu-
minum and chromium-rich layer. There is a tendency that the
NiAl precipitates decreases from the outer layer to the IN738LC
substrate. Namely, it is because the NiAl precipitates in the alu-
minized layer are formed by inner diffusion of the aluminum el-
ement, and chromium, titanium, and tungsten, etc. enriched by
exceeding their dissolution limit in a nickel-based superalloy.

Next, a microstructure of the aluminized layer formed at the
surface of as-sprayed VPS CoCrAlY coating after aluminizing
treatment at 1223 K for 10 h is shown in Fig. 2~b!. It was found
that the VPS CoCrAlY was composed of two phases, which were
precipitated CoAl intermetallic compounds~gray zone! and a
CoCr solid solution matrix~white zone! ~@10#!. And large size
pores can be observed in the as-sprayed VPS CoCrAlY. It is clear
that two reaction diffusion layers can be observed in the same way
as shown in IN738LC. An outer reaction diffusion layer of alumi-
num rich is nearly 20mm in thickness. It was confirmed by an
X-ray diffraction pattern that the outer layer mainly consisted of a

Table 1 Chemical composition and mechanical properties of
IN738LC

Table 2 Chemical composition of spraying powders used

Fig. 1 SEM observation of vacuum-plasma sprayed MCrAlY coatings before aluminizing; „a… CoCrAlY
coating, „b… NiCoCrAlY coating
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CoAl precipitated phase. The inner diffusion layer is nearly 15
mm in thickness, consisting of an aluminum and chromium rich
layer. In the inner diffusion layer, the CoAl precipitates like an
island and are decreased toward the inside and become small is-
lands gradually. It is because the CoAl precipitates in an alumi-
nized layer are formed by the inner diffusion of the aluminum
element, and exceeding their dissolution limit in cobalt-based su-
peralloy enriches chromium.

On the other hand, a microstructure of the aluminized layer
formed at the surface of heat-treated VPS CoCrAlY coating after
aluminizing treatment at 1223 K for 10 h is shown in Fig. 2~c!. In
this case, two reaction diffusion layers can be clearly observed
consisting of an aluminum-rich outer layer and an inner diffusion
layer. The pore size is smaller than that of an as-sprayed VPS
CoCrAlY. The aluminum-rich layer mainly consisted of the CoAl
phase and can be observed on the cross-section view of the alu-
minized VPS CoCrAlY, and is nearly 15mm in thickness. Also,
the inner diffusion layer is nearly 15mm in thickness, consisting

of an aluminum and chromium-rich layer. There is no qualitative
difference of the aluminizing behaviors between the as-sprayed
and the heat-treated VPS CoCrAlY, basically. However, the thick-
ness of the aluminized layer is slightly thin in comparison with
that of the as-sprayed VPS CoCrAlY. Within this experiment, it
seems that the pores do not have an important effect upon the
aluminizing behaviors. These aluminizing behaviors are almost
the same as the other VPS MCrAlY coatings, except for the thick-
ness of aluminized layer. However, it was confirmed using the
X-ray diffraction method that~Ni, Co! Al intermetallic com-
pounds were formed at the surface of VPS CoNiCrAlY, VPS
CoNiCrAlY1Ta and VPS NiCoCrAlY coatings and NiAl inter-
metallic compounds were formed at the surface of VPS NiCrAlY
coating by the aluminizing treatment.

Aluminizing Behavior of MCrAlY Coatings
The application of Fick’s first law to polyphase diffusion in

binary systems leads to a simple physical interpretation of various

Fig. 2 SEM observation and EPMA analysis of aluminide coatings at 1223 K for 10 h; „a…
aluminized layer of IN738LC, „b… over-aluminized layer of as-sprayed CoCrAlY coating, „c… over-
aluminized layer of heat-treated CoCrAlY coating
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possible types of behaviors in the growth of diffusion layers
~@11,12#!. The rate equation for reaction diffusion in thejth layer
in an n-phase system has been given as Eq.~1! ~@13#!.

v j5kj•t1/2 (1)

where kj is called the rate constant for reaction diffusion layer
growth of thejth phase andv j is the thickness of thejth layer.
This equation indicates that each diffusion thickness formed by
the reaction diffusion can be generally observed to follow the
parabolic time,t dependence.

The growth behaviors of aluminized layers formed at the sur-
face of IN738LC are shown in Fig. 3. The thickness of the alumi-
nized layer is fixed as that of the aluminum-rich layer and the
inner diffusion layer in the experiments. There is a tendency for
the aluminizing thickness to increase with increasing the alumi-
nizing temperature and the aluminizing time. It is clear that the
linear relationships between the aluminizing thickness,v and alu-
minizing time,t1/2 can be observed for each aluminizing tempera-
ture. Namely, within the615 mm margin of error in the measure-
ment of aluminized thickness, the parabolic growth rate of the
aluminizing layers can be observed within these experimental re-
sults.

In the same manner, the growth behaviors of aluminized layers
formed at the surface of VPS MCrAlYs are shown in Fig. 4~a! as
as-sprayed VPS MCrAlYs and Fig. 4~b! as heat-treated VPS
MCrAlYs. It is clear from Fig. 4~a! that the linear relationships
between the aluminizing thickness,v and aluminizing time,t1/2

can be observed for all kinds of VPS MCrAlY coatings. This
shows that the aluminizing behaviors of each VPS MCrAlY coat-
ings follow a simple parabolic time law. These aluminizing behav-
iors of the as-sprayed VPS MCrAlYs are similar to those of the
heat-treated VPS MCrAlYs as shown in Fig. 4~b!. Also, it is con-
firmed that the particular growth behaviors of the aluminum-rich
outer layer and the inner diffusion layer follow a simple parabolic
time law individually.

From the experimental results, it is confirmed that the alumi-
nizing thickness,v is given as Eq.~2!

v5k•t1/2, (2)

wherek is called rate constant for the growth of aluminizing layer.
The temperature dependence of rate constants that are ob-

tained from the slope of straight lines in Fig. 4~a! is shown in Fig.
5~a!. It is clear that the Arrhenius-type temperature dependence in
all as-sprayed VPS MCrAlY coatings applies. The effect of the
as-sprayed VPS MCrAlYs on the rate constants can be clearly
obtained. The order of the aluminizing rate for VPS MCrAlYs
was NiCoCrAlY5 NiCrAlY . CoNiCrAlY . CoNiCrAlY1Ta
.CoCrAlY. The same order of aluminizing rate can be obtained
in the case of the heat-treated VPS MCrAlYs. Namely, Fig. 5~b!
shows the temperature dependence of rate constants that are ob-
tained from the slope of straight lines in Fig. 4~b!. The Arrhenius-
type temperature dependence can be also confirmed in all heat-
treated VPS MCrAlYs. The experimental results of IN738LC are

also shown in Fig. 4~b!. The rate constants of IN738LC are in
agreement with that of the heat-treated VPS CoNiCrAlY coating.

From the experimental results obtained above, the rate constant,
k for the aluminizing layer growth is given as equation~3!.

k5k0•exp@c~1/T21/1223!# (3)

wherek0 andc are material constants.
The material constants,k0 andc obtained by the experimental

data in Figs. 5~a! and ~b!, are shown in Figs. 6~a! and ~b!. The
horizontal axis shows the nickel content in VPS MCrAlYs. There
is a tendency that the material constants,k0 increases with in-
creasing the nickel content in the VPS MCrAlYs. Using cobalt
content in the VPS MCrAlYs, the material constants,k0 , decrease
with increasing the cobalt content in the VPS MCrAlYs. Namely,
it is clear that the inner diffusion of aluminum from the surface
layer to the VPS MCrAlYs is mainly affected by the nickel andFig. 3 Aluminizing behavior for IN738LC

Fig. 4 Over-aluminizing behaviors for various kinds of
vacuum-plasma sprayed MCrAlY coatings; „a… as-sprayed
MCrAlY coatings „b… heat-treated MCrAlY coatings
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cobalt content. However, it seems that the material constants,c,
that correspond to apparent activation energy are not remarkably
affected by the nickel and cobalt content.

In Figs. 6~a! and ~b! the effect of the nickel content in the
as-sprayed VPS MCrAlYs on the material constants,k0 andc, in
comparison with the heat-treated VPS MCrAlYs are shown. The
material constants,k0 , of the as-sprayed VPS MCrAlYs show
nearly higher values in comparison with the heat-treated VPS
MCrAlYs. On the contrary, the material constants,c, of the as-
sprayed VPS MCrAlYs show lower values in comparison with the
heat-treated VPS MCrAlYs.

By the way, it is well known that diffusion rate constants can be
generally shown by the Arrhenius-type equation described below
~@13#!.

k25A•exp~2Q/RT! (4)

whereA is a material constant,Q is activation energy, andR is a
gas constant.

From the comparison between Eqs.~3! and ~4!, the material
constant,c, corresponds to the material constant,Q ~52Rc!, and
the material constant,A is the function ofk0 and c as A5k0

2

•exp(c/611.5).

Discussion
From Figs. 6~a! and ~b!, it was confirmed that there was a

difference of aluminizing behaviors between the as-sprayed VPS
MCrAlYs and the heat-treated VPS MCrAlYs.

First, we discuss the reason of the quantitative difference of
aluminizing behaviors as follows. It was thought from Figs. 2~b!
and ~c! that the pores had no effect on the aluminizing behavior.
Namely, the aluminizing behavior through the pores by chloride
gas of aluminum produced in retort cannot be observed in any
as-sprayed VPS MCrAlYs. We show in Fig. 7 the variation of
porosity among the VPS MCrAlY coatings investigated. These are
the measurement results of freestanding VPS MCrAlYs in case of
the as-sprayed and heat-treated~1393 K, 2 h and 1523 K, 2 h in
argon atmosphere! coatings. Though there is little difference
among the VPS MCrAlYs, the pores including in the as-sprayed
VPS MCrAlYs are reduced by the heat treatment at high tempera-
ture. There is a tendency that the relative density increases above
95 percent with increasing the heating temperature. It is thought
that these densification behaviors of VPS MCrAlYs should arise
during the aluminizing process. The sintering of VPS MCrAlYs
can be confirmed from the roundish pores observed in Figs. 2~b!
and~c!. The laminar microstructure of as sprayed coatings cannot
be observed in the aluminized VPS MCrAlYs. The open pores in

Fig. 6 Effect of nickel content in as-sprayed MCrAlY coating on aluminizing behaviors
in comparison with heat-treated MCrAlY coatings; „a… material constant, k 0 „mm Õs1Õ2

…,
„b… material constant, c „ÕK…

Fig. 5 Temperature dependency of diffusion rate constant on a parabolic time law; „a… as-sprayed
MCrAlY coatings „b… heat-treated MCrAlY coatings
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the as sprayed VPS MCrAlYs disappear during the aluminizing
process, and the local delay effect of aluminizing by the existence
of pores cannot be remarkably observed.

Secondly, we investigated the influence of composition of
MCrAlY coatings on aluminizing behaviors in Figs. 6~a! and~b!,
especially by paying attention to the nickel content. The material
constantsk0 andc prescribed the aluminizing behaviors could be
arranged in order as shown in Fig. 6~a! using the nickel content.
There is a tendency that the material constants,k0 show higher
value with increasing the nickel content in the VPS MCrAlYs.
This shows that the reaction diffusion between nickel and alumi-
num increases and a lot of aluminum compounds arise. However,
the material constants,c, that correspond to the apparent activa-
tion energy have not been influenced by the nickel content in the
VPS MCrAlYs because the reaction diffusion mechanism between
nickel and aluminum elements is almost the same in the VPS
MCrAlYs. It was found by the comparison between Figs. 1~a! and
~b! that the microstructure of the as-sprayed VPS MCrAlYs is fine
in the rapid cooling during the spraying process. However, the
microstructure of the heat-treated VPS MCrAlYs is coarse for
gathering up the intermetallic compounds. When the microstruc-
ture becomes fine like the as-sprayed VPS MCrAlYs, it is consid-
ered that the effect of intergranular diffusion cannot be ignored.
Generally, it is well known that the intercrystalline diffusion rate
is faster than the transcrystalline and this tendency becomes re-
markable with decreasing the test temperature. From this point of
view, it might be thought that the difference of aluminizing be-
haviors between the as-sprayed and the heat-treated VPS MC-
rAlYs is influenced by the number of grain boundaries and the
size and quantity of precipitated intermetallic compounds.

Summary
Five VPS MCrAlY coatings, such as CoCrAlY, CoNiCrAlY,

CoNiCrAlY1Ta, NiCrAlY, and NiCoCrAlY, were selected for a
pack-aluminizing treatment. The aluminizing behaviors of these
VPS MCrAlY coatings were made clear. Especially, the difference
of aluminizing behaviors between the as-sprayed and the heat-
treated VPS MCrAlYs is discussed.

In the case of the nickel-based superalloy, IN738LC, two reac-
tion diffusion layers can be clearly observed, consisting of an

aluminum-rich outer layer and an inner diffusion layer. In the case
of the five kinds of VPS MCrAlYs, it is also confirmed that two
reaction diffusion layers can be observed, consisting of an
aluminum-rich outer layer and an inner diffusion layer. Using the
X-ray diffraction method, CoAl intermetallic compounds were ob-
served at the surface of VPS CoCrAlY as the aluminum-rich outer
layer. Similarly, ~Ni, Co! Al intermetallic compounds were ob-
served at the surface of VPS CoNiCrAlY, VPS CoNiCrAlY1Ta
and VPS NiCoCrAlY and NiAl intermetallic compounds were ob-
served at the surface of VPS NiCrAlY by the aluminizing treat-
ment. From observation of the microstructure, there is no qualita-
tive difference of the aluminizing behaviors between the as
sprayed and the heat-treated VPS MCrAlYs except for the thick-
ness of the aluminized layer. It is confirmed that the linear rela-
tionships between the aluminizing thickness,v and aluminizing
time, t1/2 can be observed for all kinds of VPS MCrAlYs. This
shows that the aluminizing behaviors of each VPS MCrAlYs fol-
low a simple parabolic time law. Also, the Arrhenius-type tem-
perature dependence of the aluminizing rate can be confirmed in
all VPS MCrAlYs. In case of the as-sprayed VPS MCrAlYs, the
order of aluminizing rate for the VPS MCrAlYs was NiCoCrAlY
5NiCrAlY .CoNiCrAlY.CoNiCrAlY1Ta.CoCrAlY. The
same order of aluminizing rate can be obtained in the case of the
heat-treated VPS MCrAlYs. However, the thickness of the alumi-
nized layer of heat-treated VPS MCrAlYs is slightly thin in com-
parison with that of the as-sprayed VPS MCrAlYs. There is a
tendency that the reaction diffusion rate by aluminizing increases
with increasing nickel content in the MCrAlY coating and the
reaction diffusion rate of the as-sprayed MCrAlYs is faster than
that of the heat-treated MCrAlYs. It might be thought that the
difference in aluminizing behaviors between the as-sprayed and
the heat-treated VPS MCrAlYs is influenced by the number of
grain boundaries and the size and quantity of precipitated inter-
metallic compounds.
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CFD Predictions and Field
Measurements of NOx Emissions
From LM1600 Gas Turbine
During Part Load Operation
CFD simulations of the combustion process and formation of emissions in an industrial
GE LM1600 gas turbine have been performed over a range of unit loads. Two combustion
models were considered here to characterize the combustion process, the chemical equi-
librium model and the nonequilibrium laminar flamelet model. The flamelet model pre-
dictions of nitric oxide concentration demonstrated much closer agreement with field
measurements of continuous emission monitoring systems, due to accurate modeling of
the oxygen radial concentration. The predictions made with this model are within 15
percent at maximum load and considerably better at lower loads. Field measurements
also showed that nitric oxide constitutes about 95 percent of the total NOx measured.
Unburnt hydrocarbons and carbon monoxide emissions are significantly overpredicted,
however, arguably as a result of neglecting their oxidation in the high temperature, fuel-
lean environment of the turbine and exhaust stack downstream of the combustor.
@DOI: 10.1115/1.1413769#

Introduction
Air pollution control programs in the United States increasingly

require industry to continuously monitor and report emissions of
pollutants, specifically oxides of nitrogen (NOx) and sulfur
(SOx). These components are generally acknowledged as the ma-
jor contributors to acid rain, while NOx also contributes along
with volatile organic compounds to the photochemical generation
of ground level ozone or smog.

Current U.S. monitoring requirements are generally biased to-
wards continuous emissions monitoring systems~CEMS! based
on calibrated measurement devices. For example, the regional
clean air incentives program~RECLAIM! ~@1#! in southern Cali-
fornia imposes stringent CEMS and reporting requirements for
NOx and SOx emissions, particularly for large NOx sources. On a
federal level, the U.S. Environmental Protection Agency stipulates
CEMS for installations specified under the acid rain program
~@2#!.

The situation is quite different in Canada, where predictive
models or one-time site measurements are employed to character-
ize these emissions as part of the initial licensing application to
the provincially based environmental regulatory bodies. Continu-
ous monitoring of emissions is generally not a licensing require-
ment. Some proactive initiatives have been introduced in recent
years including the Voluntary Challenge and Registry Program
~@3#!, which encourages private and public sector organizations
across Canada to voluntarily limit and disclose their net green-
house gas emissions. However, further regulatory changes with
some form of ongoing emission monitoring could be tabled in the
near future in order to meet Canada’s Kyoto commitment to re-
duce greenhouse gases to 3 percent below 1990 levels by the year
2010.

TransCanada Transmission~@4#!, which operates numerous in-
dustrial gas turbines as part of its natural gas transmission pipe-
line, has sponsored a program of predictive emissions monitoring

systems~PEMS! in anticipation of future regulatory changes.
PEMS are often based on semi-empirical expressions or one-
dimensional models in an attempt to correlate emission rates to
operating parameters for a given gas turbine~@5–7#!. Suffice it to
say, PEMS offer a very cost-effective means for estimating con-
tinuous emission levels with minimal operational and mainte-
nance requirements, i.e., no calibration gases or expensive analyz-
ers. A good account of the benefits of PEMS over CEMS is given
by Hung ~@5#!, where a quantitative comparison between the two
methods is provided.

As a part of this larger PEMS program, this study focuses on
the ability of more sophisticated tools such as computational fluid
dynamics~CFD! to accurately predict NOx emissions. Clearly, due
to the complexity and large computational requirements, CFD is
not feasible for direct application as a PEMS. However, it can be
used to provide some valuable data that can be implemented in
PEM models.

In this paper, CFD predictions of the nitric oxide~NO! emis-
sions from a stationary General Electric LM1600 gas turbine en-
gine are presented. We begin with a brief review of related CFD
studies of gas turbine~GT! combustion chambers. This is fol-
lowed by details of the CFD modeling effort with particular em-
phasis on the combustion process and NO models along with the
combustor geometry, grid generation, and prescribed boundary
conditions. Two popular combustion models were considered in
the simulations, both based on the mixture fraction probability
density function~PDF! approach. The first model assumes chemi-
cal equilibrium, whereas the second laminar flamelet based model
accounts for nonequilibrium effects. The results of the CFD simu-
lations are compared with field measurements of the unit emis-
sions taken over a range of part load operating conditions on two
separate occasions.

Related CFD Studies
Many researchers have used CFD simulations to study the fun-

damental combustion process and heat transfer characteristics in
gas turbine combustors~@8–10#!. In fact, aeroengine manufactur-
ers now commonly apply CFD during the design of new combus-
tion chambers. Mongia~@10#! provides an excellent review of

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
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the application of CFD to gas turbine combustors along with
some recommendations for future research from an industry
perspective.

Some noteworthy CFD related NOx studies include a series of
papers with detailed experimental and numerical results for a
propane-fired laboratory-scale can combustor~@11–14#!. Isother-
mal flow simulations by Koutmos and McGuirk~@13#! demon-
strated that the standardk-« turbulence model was acceptable for
predicting the velocity field despite some deficiencies in the jet-
on-jet impingement region. More recently, Mueller and Knill
~@14#! compared the effect of two different combustion models;
namely the eddy dissipation model~@15#! and the laminar flamelet
model ~@16#!, on predicted temperature field, species concentra-
tion and NO emissions. Their NOx model was based on the ex-
tended Zeldovich mechanism to describe thermal NO formation
along with an empirical expression by De Soete~@17#! to account
for the prompt NO formation. They concluded that simple com-
bustion models like the eddy dissipation model tend to overpredict
the temperature field and NO concentrations, denoted by@NO#,
due to the lack of intermediate species. Conversely, the flamelet
model, which better accounts for nonequilibrium effects, was
much more accurate.

Further advances in CFD modeling of pollutant formation in
gas turbine combustors are reported by Barths et al.~@18#!. These
authors introduced a series of unsteady flamelets based on a com-
plex reaction mechanism involving 106 reactions and 14 species
to describe the thermal, prompt and nitrous oxide contributions to
NOx formation and account for NOx reburn. For n-hexane fuel,
the agreement between predicted and measured NO values was
excellent, within 12 percent. An analysis of the reaction paths
showed that the thermal NO contributes 67 percent to the total
production with the remaining 33 percent formed via the prompt
mechanism. NO was globally consumed by a reburn mechanism
~22 percent! and the nitrous oxide path~8 percent!.

Description of CFD Model
Numerical simulations of the time-averaged turbulent flow field

in the combustion chamber of the LM1600 were conducted using
FLUENT 5.1 ~@19#!, a commercial CFD package. Calculations of
the Reynolds number for the fuel, primary and secondary air in-
jection indicate the flow conditions are fully turbulent. FLUENT
solves the incompressible time-averaged governing equations for
mass and momentum using a conservative control volume formu-
lation. Closure of the Reynolds stress terms is achieved using the
standardk-« turbulence model. In spite of its inherent assump-
tions, i.e., isotropy, thek-« model has been widely utilized in
combustor simulations and generally yields acceptable results
~@10,13,14,18#!.

Mixture Fraction Approach. The mixture fraction approach
was developed to model turbulent nonpremixed flames. The mix-
ture fraction, commonly denoted byf, is defined as the atomic
mass fraction that originated from the fuel stream. Under the as-
sumptions of uniform pressure~which is valid for low speed
flames!, and equal turbulent species diffusivities~which is valid at
high Reynolds number!, the species equations can be reduced to a
single equation forf. Since atomic elements are conserved during
chemical reactions, the mixture fraction equation does not have a
source term.

In turbulent combustion, all flow variables at a point fluctuate
in time due to turbulent eddies. Turbulence is modeled in this
simulation by Reynolds averaging, which may be considered as a
time average of the fluctuating quantities at a point. The effects of
this time varying turbulent field on the mixture fraction are ac-
counted for by using an assumed shape for the PDF. The PDF,
denoted byP, describes the proportion of time spent at each tur-
bulent state. Hence, mean quantities, such as the mean tempera-
ture ~means are denoted by a ‘‘;’’ overbar! are determined by a
PDF weighted integration over all states,

T̃5E
0

1

T~ f !P~ f !d f . (1)

Here, a beta PDF is used, which is specified by its first two mo-
ments, namely the mean off and its variance. The CFD code
solves equations for these first two moments, from which the
mean temperatures and species can be computed according to~1!!.
In order to avoid the computational expense of evaluating these
integrals, they are calculated a priori, tabulated and then interpo-
lated from the table during the actual CFD simulations.

Equilibrium Model. When chemical reactions are fast rela-
tive to turbulent mixing, the chemistry may be approximated as
being in chemical equilibrium. For adiabatic flames, the entire
temperature and species fields are completely determined by the
mixture fraction; nonadiabatic flames also depend on the enthalpy.
As the residence time in the combustor decreases, however, the
turbulent mixing time-scales become competitive with the chemi-
cal reaction time-scales and the chemistry deviates from thermo-
dynamic equilibrium. The flamelet model relaxes this assumption
to cases of moderate nonequilibrium.

Flamelet Model. The laminar flamelet model approximates a
turbulent flame brush as an ensemble of laminar flames. Each
flamelet is assumed to have the same structure as the stretched
laminar flame that occurs between opposing fuel and air nozzles.
For this configuration, the species and temperature in the flame
can be completely described by two parameters, namely the mix-
ture fraction,f and the scalar dissipation rate,x. The scalar dissi-
pation rate is a measure of the strain on the flame, and hence the
extent that it departs from chemical equilibrium~@19#!,
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Individual laminar flamelets can be calculated from equations
governing individual species transport and an overall energy
balance,

r
]Yj

]t
5

1

2
rx

]2Yj

] f 2 1ẇi2
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Note that the last term in the energy Eq.~4! represents heat loss
from the flamelet due to radiation in the optically thin limit. The
flamelet Eqs.~3! and ~4! are solved over the range of scalar dis-
sipation rates, integrated over the beta PDF according to Eq.~1!
and tabulated to relate mean scalar quantities to the mixture frac-
tion, its variance, and the scalar dissipation rate.

NOx Model. Since NOx occurs in trace quantities, it does not
influence the flow field, and is accordingly post-processed. In this
study, only NO is considered. The governing equation for the
transport of NO is given by

]
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]xi
D1wNÕ (5)

where ui is the fluid velocity and Deff is the effective
(turbulent1laminar) diffusivity. The last term in Eq.~5!, the mean
NO source term, is computed via Eq.~1! based on the instanta-
neous NO reaction rate and an assumed beta PDF. The instanta-
neous NO reaction rate has contributions from thermal and
prompt sources. The thermal pathway is modeled by the extended
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Zeldovich mechanism with the steady-state assumption for the
nitrogen radical. The prompt pathway is modeled via the empiri-
cal De Soete mechanism~@17#!. Owing to the relatively high tem-
peratures in the combustor, the thermal pathway is the predomi-
nant mechanism for NO formation.

Geometry, Grid Generation, and Boundary Conditions.
The LM1600 gas turbine installed at the TransCanada compressor
station is rated for 13.6 MW at standard site conditions. The an-
nular combustion module consists of 18 fuel injection nozzles
equally spaced about the periphery. The inherent geometric sym-
metry of the combustor was exploited by considering a 20-deg
sector with a single fuel injection nozzle for the computational
domain and employing periodic boundary conditions. The fuel
port consists of a tube capped by a conical head with six small
holes. Primary air enters the combustion chamber through a con-
centric annulus surrounding the fuel port. The primary air is
swirled by twelve, 30 deg swirl vanes in the annulus before pass-
ing through a venturi nozzle and subsequently mixing with the
natural gas jets. Dilution air is introduced further downstream
through a series of holes and slots located along the top and bot-
tom wall of the combustion liner. The combusted gases exit
through an annular outlet, which leads to the multistaged high-
pressure turbine. An overview of the 20-deg section of combus-
tion chamber geometry is shown in Fig. 1. A close up front view
of the fuel injection nozzle assembly, i.e., fuel injection port, pri-
mary air swirl vanes and venturi nozzle, is shown in Fig. 2.

A block-structured grid consisting of about 286,000 hexahedral
control volumes with body-fitted coordinates was generated for
the three-dimensional computational geometry. The boundary sur-
faces were uniquely identified during this process for later speci-
fication of boundary conditions. Second-order upwind differenc-
ing was employed for the convective terms in the discretized
conservation equations in order to minimize numerical diffusion
and achieve reasonably accurate solutions for this mesh size. Al-
though a comprehensive grid refinement study was not performed,
tests with coarser and slightly finer meshes showed only minor
changes in predicted results. Unfortunately, complete grid inde-
pendence is generally beyond available computing resources for
most three-dimensional combustion problems.

The boundary conditions for the CFD simulations include peri-
odic boundaries to connect the azimuthally rotated side planes, a
constant pressure outlet, thin walls for the swirl vanes, and finally
adiabatic, hydraulically smooth walls for the external surfaces
such as the combustion liner and venturi nozzle. The mass flow
rate of fuel, which varies with unit load, was specified from direct
measurements with a conventional orifice meter.

Specification of the airflow boundary conditions requires some
additional explanation, however, because the flow rate of air is not
directly measured by the on-line data acquisition system that

monitors the engine performance. Single point measurements of
the exhaust gas velocity with a Pitot tube during the field tests did
not provide reasonable estimates of the airflow. Instead, the air
flow rate was indirectly determined by dividing the reported
power output by the enthalpy change across the power turbine; the
enthalpy change being derived from the measured pressure and
temperature at the unit inlet and outlet. The actual breakdown of
the total air flow rate into prescribed mass flow rates at the pri-
mary air inlet and the various secondary air slots and holes, shown
in Fig. 1, was based on proprietary information supplied by
General Electric.

Field Measurements
Field measurements were taken in order to determine the varia-

tion of emission levels from an LM1600 at various loads, i.e.,
engine power output. The tests were performed at the same Tran-
sCanada compressor station on two occasions, separated by al-
most one year. The ambient conditions at the site on these dates
were quite similar: the air temperature for the first test ranged
from 6–9°C compared to 11–13°C for the second test, while the
barometric pressures remained within 1 percent.

The levels of NOx, NO, CO, CO2, O2 and moisture in the
exhaust stack were measured by a CEMS using instruments and
on-site calibration techniques approved by U.S. EPA. For ex-
ample, the NOx measurements were made with an approved
chemiluminescent continuous analyzer. Pertinent engine perfor-
mance parameters such as the unit power output, fuel flow rate,
turbine stage pressures and temperatures, and ambient conditions
at the site were recorded by the data acquisition system at the
station. Gas samples were also taken in order to determine the
composition of the fuel gas. The results of the gas analysis are
summarized below in Table I.

At each operating point, the unit speed was adjusted to reach
the desired power output. Then the unit was allowed to stabilize
before the CEMS measurements were taken over a 20-minute pe-

Fig. 2 Close up of the fuel injection port, primary air swirl
vanes, and venturi nozzle details

Table 1 Natural gas composition

Component
Field Test #1

Mole %
Field Test #2

Mole %

CH4 96.92 96.75
C2H6 0.86 0.80

C3H81 0.30 0.38
N2 1.03 1.12

CO2 0.89 0.95

Fig. 1 Computational domain—20 deg annular secton of
LM1600 combustion chamber
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riod. The unit load was varied from roughly 40 percent to maxi-
mum load to give eight operating points on each test date, for a
total of 16 points.

Results and Discussion
CFD simulations were performed at each of the 16 operating

points corresponding to the field measurements. At each operating

point, multiple laminar flamelet files were generated to cover the
range of strain rates in the combustor. Property look-up tables
were also generated for both combustion models at each operating
point. This was necessary because the absolute pressure and in-
coming compressed air temperature vary directly with the air
compression ratio, which declines with decreasing unit load. Due
to the extremely high methane content of the fuel gas,;97 per-

Fig. 3 Comparison of predicted „NO… with first set of CEMS based field
measurements

Fig. 4 Contours of the local Damkohler number on the central plane
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Fig. 7 Comparison of predicted „NO… with second set of CEMS based field
measurements

Fig. 8 Comparison of predicted „CO… and „UHC… with second set of CEMS based field
measurements
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cent in Table 1, the reduced GRI-MECH 1.22 combustion mecha-
nism ~@20#! was implemented in the present analysis. This simpli-
fied methane mechanism considers 104 reactions and 22 species.

The predicted concentrations of NO from CFD were obtained
by dividing the integrated volumetric flow rate of NO by the total
integrated volumetric flow rate over the combustor outlet plane
for the two different combustion models. The predicted concen-
trations were subsequently corrected to account for additional
cooling air that bypasses the combustion chamber. These predic-
tions are compared with the first set of CEMS measurements in
Fig. 3. Note that NO was also measured during this first test along
with the total NOx to allow direct comparison with the CFD re-
sults. With the exception of two points in Fig. 3, NO accounts for
about 95 percent of the total NOx produced. The flamelet model
results are clearly superior to the chemical equilibrium model,
which under predicts the NO concentrations by an order of mag-
nitude. The flamelet model only under predicts the NO concentra-
tions by 15 percent at full load. Although this discrepancy dimin-
ishes at part loads, the rate of increase for the measured NO with
increasing load is somewhat steeper than the predicted trend. The
overall trend of increasing NO with increasing load is due to the
higher temperatures in the combustor, which leads to additional
NO via the thermal mechanism. Note these higher combustor tem-
peratures result from higher compressed air temperatures and
lower air-to-fuel ratios as the unit load is increased.

The inadequacy of the equilibrium based CFD model in this
situation can be elucidated by considering the deviation from
chemical equilibrium as measured by the Damkohler number, Da,
which is defined as the ratio of characteristic turbulent time scale,
k/«, to chemical time scale, 1/bs . Herebs is the laminar strain
rate of a methane flame at extinction,bs511,700 s21. Contours of
the local Damkohler number are plotted on the central plane, i.e.,
vertical plane dissecting the computational domain, in Fig. 4. Ide-
ally, this dimensionless parameter should be much greater than
unity, or in other words the turbulent time scale should be much
longer than the chemical time scale, for chemical equilibrium to
be valid. This is clearly not the case in Fig. 4, where 5,Da
,20 over a majority of the combustion chamber. Hence, there is
insufficient time for chemical equilibrium to prevail.

Further insight into this problem is gained by comparing the
temperature and oxygen radical concentrations for these two com-

bustion models. In Fig. 5, contours of temperature on the central
plane show only slight deviations between the two cases, although
the high temperature region is larger for the flamelet model. The
primary difference lies in the predicted concentration of oxygen
radical @O# as shown in Fig. 6. Here, the flamelet model yields
significantly higher@O# than predicted by equilibrium chemistry,
particularly in the thin flame region near the injection nozzle.
Higher @O# increase the thermal NO formation rate, which is di-
rectly proportional to the concentration of oxygen radial as shown
by Mueller and Knill ~@14#!.

CFD simulations based on the second set of field measurements
were performed only with the flamelet model. The integrated
@NO# at the combustor outlet are compared with the average
CEMS measurements in Fig. 7. Unfortunately, nitric oxide mea-
surements were unavailable for this set of tests, so the reported
@NO# in Fig. 7 was estimated at 95 percent of the measured NOx
based on the results of our previous set of field tests. Again,
flamelet based CFD results slightly underpredict the measured
trend but it is within 10 percent of the measured NOx and within
5 percent of the estimated NO. This level of agreement is surpris-
ingly good and the discrepancy can easily be attributed to addi-
tional NO formation via residence time during the time the gas
leaves the combustion chamber and its subsequent expansion in
the high-pressure turbine stage.

We also compared the CFD predictions of the unburned hydro-
carbons~UHC! and carbon monoxide at the combustor outlet with
the CEMS field measurements for the second set of tests in Fig. 8.
Clearly the agreement between the predicted and measured values
of UHC and CO is poor, particular for CO where the predicted
levels are almost three orders of magnitude higher than the mea-
surements. The inability of CFD to accurately predict these com-
ponents was recognized by Nicol et al.~@21#!.

Direct measurements of the@CO# and @UHC# at the outlet of a
laboratory combustor chamber were reasonably well predicted by
a flamelet-based model in Ref.@14#. Hence, we offer that these
order of magnitude discrepancies can be explained by the discrep-
ancy in the locations from which the CFD and measured values
are derived. From Fig. 9, which shows the CO mole fraction, it
appears that CO is produced in the fuel rich region of the flame.
Further downstream in the fuel lean zone where the temperatures
are higher~refer to Fig. 5! it is oxidized into CO2. This oxidiza-

Fig. 9 Contours of CO mole fraction on the central plane
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tion process is relatively slow and will continue beyond the com-
bustor, through the downstream turbine and even into the exhaust
stack, where the pressure is atmospheric and the temperature
ranges from 420–492°C depending on the unit load. Chemical
equilibrium calculations show that negligible amounts of CO
would be present under these conditions and the residence time to
reach the measurement location on the exhaust stack is on the
order of several seconds versus milliseconds in the combustor. Of
course, better mixing could also reduce the UHC and CO emis-
sions in the actual unit.

One last comment, the mass flow rate of air is an important
parameter in the NO predictions but the indirect calculation
method used to derive it is prone to inaccuracies due to uncertain-
ties in the temperature measurements across the turbine. This is
particularly true for an engine with a single turbine because the
Turbine Inlet Temperature~TIT! is notoriously difficult to mea-
sure accurately due to hot/cold streaks in the flow from the com-
bustion chamber. The LM1600 consists of two separate turbines: a
high-pressure turbine to drive the air compression and a low-
pressure turbine for power generation. Fortunately, the tempera-
ture measurements across the low-pressure turbine are signifi-
cantly more accurate than the TIT and these are used in the air
flow calculation. An additional CFD simulation at full load con-
ditions revealed that a 10 percent increase in the total air flow rate
reduced the predicted@NO# by 13 percent. This decrease is largely
due to effect of increased air dilution along with slightly enhanced
mixing in the combustion chamber. The sensitivity analysis also
provides a gross estimate of the uncertainty in@NO# associated
with the inaccuracy in the calculated flow rate of air through the
combustion chamber.

Concluding Remarks
The following conclusions can be drawn from the present

study:

1 The predicted@NO# with the flamelet model was in much
closer agreement with CEMS field measurements than the chemi-
cal equilibrium model. This is likely because it more accurately
predicts the@O# within the combustor, which is an important fac-
tor in thermal NO mechanism.

2 Even with all the extra details and efforts incorporated in the
flamelet model, the best CFD predictions were shown to be within
15 percent at maximum load.

3 The field measurements showed that NO constitutes about 95
percent of the total NOx measured in this type of engine.

4 UHC and CO emissions were greatly overpredicted, arguably
as a result of neglecting their post-combustor oxidation in the
high-temperature fuel-lean environment of the turbine and exhaust
stack.
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Nomenclature

a 5 absorption coefficient
bs 5 laminar flamelet strain rate at extinction
cp 5 specific heat
D 5 diffusion coefficient

Da 5 Damkohler number, Da5bsk/«
f 5 mixture fraction

k 5 turbulent kinetic energy
Le 5 Lewis number, Le5rcpD/l
p 5 static pressure
P 5 probability density function
T 5 static temperature
ui 5 velocity components,i 51,2,3
ẇ 5 reaction rate
X 5 mole fraction
Y 5 mass fraction

Greek Symbols

x 5 scalar dissipation rate
« 5 turbulence dissipation rate
l 5 thermal conductivity
r 5 fluid density
s 5 Stefan-Boltzmann constant

Subscripts

b 5 background conditions
j 5 current species
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A Demonstration of Artificial
Neural-Networks-Based Data
Mining for Gas-Turbine-Driven
Compressor Stations
This paper presents a successful demonstration of application of neural networks to
perform various data mining functions on an RB211 gas-turbine-driven compressor sta-
tion. Radial basis function networks were optimized and were capable of performing the
following functions: (a) backup of critical parameters, (b) detection of sensor faults, (c)
prediction of complete engine operating health with few variables, and (d) estimation of
parameters that cannot be measured. A Kohonen SOM technique has also been applied to
recognize the correctness and validity of any data once the network is trained on a good
set of data. This was achieved by examining the activation levels of the winning unit on
the output layer of the network. Additionally, it would also be possible to determine the
suspicious, faulty or corrupted parameter(s) in the cases which are not recognized by the
network by simply examining the activation levels of the input neurons.
@DOI: 10.1115/1.1414130#

1 Introduction
Within the area of stationary gas turbines, machine health moni-

toring, fault prognosis, and diagnosis rely on effective processing
of data which are often unpredictable and imprecise. To tackle
such tasks, current approaches tend to be based on some ‘‘model’’
of the engine in question, combined with a rule-based expert sys-
tem. The biggest challenge with this approach is the knowledge
base required to produce the rules. It requires extensive analysis
of process and monitoring data, as well as documentation of the
experience of a human expert. Both are extremely time-
consuming. Additionally, real failures often don’t follow exact
rules and are not repeatable which impair the effectiveness of a
rule-based system.

Artificial neural network~ANN, or simply NN! is an alternative
means to present knowledge about the health of the engine. This
tool has emerged during the past decade, from an obscure field
that had been discredited by perceived inadequacies, into one of
the fastest growing technologies for information processing
~@1,2#!. Unlike a ruled-based system, it is based on binary logic
which can autonomously store knowledge by learning from his-
torical data and has the characteristics of associative memory
~@1#!. Information about faults can be discerned by training the
network on a set of data such as the state variables for the normal
condition and those for identified faulty conditions. Neural com-
puting systems are more adept at many classification and identi-
fication tasks than both traditional statistical and expert systems
~@2#!.

In gas turbine~GT! operation, few papers have applied NNs to
machinery health monitoring and diagnosis. DePold and Gass@3#
used ANNs in the development of GT condition monitoring sys-
tem in three areas:~i! filtering of raw data to improve its quality,
and ~ii ! trend change recognition based on parameter threshold,
and~iii ! combinations of above which lead to root cause identifi-
cation. Another system for condition monitoring based on Ko-

honen self-organizing networks is described by MacIntyre et al.
@4#. The system is also trained on vibration data recorded from
machine operating at normal conditions. Kim et al.@5# demon-
strated the capability of ANNs in identifying the location and
severity of machinery faults, including multiple component faults.

An adaptive control system for a GT engine, which diagnoses
conditions of axial compressor faults, was proposed and analyzed
by Lombardo@6#. Zhang and Ganesan@7# used on-line vibration
measurements as the diagnostic signal from which four variables,
called indices, were derived for trend analysis using self-
organizing mapping~SOM! and constrained topological mapping
~CTM! based NN. Another specific operational application of
ANN is in the detection of compressor stall, which has been dem-
onstrated by Lo and Shi@8#. Similar work has been reported in@9#
where the input signals were taken from the magnetic bearing
controller which have proven to be sensitive to shaft disturbances.

It was also shown that a neural network could be successfully
used in place of an actual model to estimate key unmeasured
parameters needed for the operation of a GT. For example, Chbat
@10# studied the combustion reference temperature, a parameter
that is currently estimated via a nonlinear model inside the con-
troller and is used in a number of critical mode-setting functions
within the controller such as calculating the fuel-split between
various manifolds. The neural network matches the accuracy of
the current estimate; and it is more robust to errors in its internal
parameters.

The potential applications of neural networks in the operation
of pipeline facilities are numerous. A recent review of these ap-
plication was conducted by Botros and Glover@11#. The present
paper demonstrates the application of NN’s in five specific areas
of GT operation. These are

• backup of critical parameters,
• detection of sensor faults,
• prediction of complete engine operating parameters with few

variables,
• estimation of parameters that cannot be measured, and
• Kohonen self-organizing map~SOM! for data mining.

Three sets of data were obtained from an RB211-driven compres-
sor station on the TransCanada Pipelines~TCPL! system in Al-
berta, Canada. Each set represents one full year of operation,

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-351. Manuscript received by IGTI, November 1999; final
revision received by ASME Headquarters, February 2000. Associate Editor: D.
Wisler.
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namely 1996, 1997, and 1998. The first year was used for training
the NN architecture while 1997 and 1998 sets were used for test-
ing. Each set contains pertinent engine parameters designated on a
sketch of a three-spool RB211 gas-turbine-based compressor sta-
tion shown in Fig. 1.

2 Basic Concept of ANN
Most neural networks are based on feed-forward architectures

with backpropagation optimization during training of the network.
These architectures are commonly used because they are very
versatile, and perform well on a wide variety of problems. In these
networks, the processing elements are organized in layers. Neu-
rons in one layer receive signals from neurons in the layer directly
below and send signals to the neurons in layer directly above.
Connections between neurons in the same layer are not allowed.
The connection function is defined as a simple multiplication and
an activation functionF, which is nonlinear and differentiable.
The activation of a neuron in one of the layers is given by

zli 5FS (
j 51

M ~ l 21!

Wli j •Zl 21 j D
where

l 5 layer number
i, j 5 neuron indices

M ( l ) 5 total number of neurons in layerl
zli 5 output of neuroni in layer l

wli j 5 weight between neuronj in layer l 21 and neuroni in
layer l

F~•! 5 function to be applied at each neuron.

A variety of optimization techniques can be used to find the
weights~w!. Let J be the cost function of the optimization prob-
lem defined as

J5
1

2 (
i 50

k

(
j 50

n

~yj~ i !2yj~ i !!2.

For off-line computation the most common algorithms are back
propagation, conjugate gradient descent, and quick propagation.
Detailed account of these algorithms are given in@1#. Several
papers survey the various types of networks, describing their ar-
chitecture, learning algorithms and applications, e.g., Jain et al.
@2# and Hunt et al.@12#.

It should be worth mentioning that the independent variables
used in traditional multi-regression analysis become the inputs
and the dependent variable becomes the output. There are several
key differences between ANN and traditional multi-regression
analysis, however. In ANN the equation of a line or surface to fit
the given data need not to be given a priori, i.e., the independent
variables need not to be specified to interact in any particular
fashion. Secondly, ANN can have more than one dependent vari-
able ~output! in one network interconnected with the input.

Thirdly, it is always possible to get a tighter fit with ANN than
with regression depending on the number of hidden neurons and
error factor. Finally, ANN is able to function quite nicely with a
huge number of training patterns, even those with ‘‘noisy’’ or
slightly incorrect data in them.

3 Most Optimum NN Architecture
The training data for the present study were taken from the

condition monitoring system of the station mentioned before for
1996. The data contains a total of 1844 cases representing a data
point every four to five hours. Only 15 out of 132 measured pa-
rameters were selected for the present study: seven of which were
input to the NN and eight output. The seven input parameters
were considered to be the most thermodynamically representative
parameters to describe the operating condition of the GT/
centrifugal compressor set, while the output parameters were
picked at random from the remaining parameters~Table 1!.

Five NN architectures were considered~see Fig. 2! and the
respective training algorithms were applied as shown in Table 2.
The number of neurons in each layer is given under the structure
in sequence indicating the number of neurons in the input layer,
then in the first hidden layer, . . . , then output layer. The neurons
in all output layers are linear with linear activation function. The
hidden neurons in the multilayer perceptrons~MLP! NN’s are
linear type neurons with sigmoidal activation function. The hidden

Fig. 1 Schematic of a three-spool gas turbine driving a gas
compressor

Table 1 Input Õoutput parameters used in NN

Input Output

Pamb Qse
Tamb P3
N1 P4
N3 T4
Ts Texh
Ps Power
Pd N2

Qf

Table 2 Overall normalized training RMS error for the various
NN architectures of Fig. 2

NN
Architecture Structure Training Technique

Overall
Normalized

RMS
Error

back propagation 0.4695
MLP ~Fig. 2~a!! 7-14-8 conj. grad. descent 0.4213

quick propagation 0.7207
back propagation 0.4309

MLP ~Fig. 2~b!! 7-28-8 conj. grad. descent 0.4958
quick propagation 0.4348
back propagation 0.4396

MLP ~Fig. 2~c!! 7-14-14-8 conj. grad. descent 0.4205
quick propagation 0.9275

RBF ~Fig. 2~d!! 7-128-8 K-mean/K-nearest 0.2410
GRNN ~Fig. 2~e!! 7-1844-9-8 sample/K-mean 0.4068

Table 3 RBF training accuracy

Data Mean Data S.D. Error Mean Error S.D.

Qse~inches H2O! 578.9 119.2 3.41 36.31
P3 ~kPa-g! 1464 173.2 21.338 16.22
P4 ~kPa-g! 196.3 37.94 20.2336 4.294
T4 ~C! 676.4 74.51 20.1619 8.469
Texh ~C! 409.1 0.1614 0.02034 0.09148
S.Power~kW! 1.61E104 4028 240.41 375.9
N2 ~rpm! 8802 293.1 22.664 34.52
Qf ~m3/hr! 5101 1206 258.38 525.3
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neurons in the radial basis function~RBF! NN’s are of hypershere
type with negative exponential activation function. The general-
ized regression NN~GRNN! is like RBF except it has a second
hidden layer of linear type, and output layer’s neurons of a divi-
sion type.

Table 2 also shows the resulting normalized RMS error of the
last iteration~often called ‘‘epoch’’! submitted to the respective
NN after successful convergent training. It indicates that the RBF
architecture of 7-128-8 structure is the most optimized NN to use
in the present application, and hence was selected for the present
investigation. The number of neurons in the hidden layer was
determined following an iterative optimization process using vari-
ous number of neurons. The resulting statistics for this NN in
terms of the error in each of the output parameter~mean and
standard deviation! is given in Table 3. It should be mentioned
that the GRNN’s though was extremely fast to train, were prone to
overlearning and hence higher error when used for testing.

Using this RBF network architecture, the same data were then
submitted to the network and the eight output parameters were
compared to the respective measured parameters. The results of
this comparison are shown in indicative Figures 3~a throughh!
for an arbitrary time interval between cases #300 through #400
~representing approx. 500 hours!. During this period, the station
was idling for five hours~standby! which is represented by case
#327. It is clear that the NN was able to predict the associated
output parameters for this particular case very well. The fluctua-
tions and trends of all 1844 cases in this data set were very well
predicted by the NN in a manner similar to those demonstrated in
these figures. Furthermore, in examining Fig. 3~h!, it is shown that
the NN was able to predict the fuel gas flow parameter at times
~cases! when it appeared that the fuel flow sensor failed to provide
a signal~see cases 411 through 433, and case 562, for example!.
This will be elaborated later.

Fig. 2 „a… MLP „7-14-8… architecture, „b… MLP „7-28-8… architecture, „c… MLP „7-14-14-8… archi-
tecture, „d… RBF „7-128-8… architecture, „e… GRNN „7-1844-9-8… architecture
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Fig. 3 Results of testing the RBF network architecture of Fig. 2 „d… using 1996
data set for training and then testing
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Fig. 3 „continued …
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Fig. 4 Prediction of Qse for a period in 1997 versus measurements

Fig. 3 „continued …
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4 Backup of Critical Parameters
The above NN, trained with 1996 data set, can now be used to

predict the value of any of the output eight parameters in later
years using only the fundamental seven parameters described
above. For example, since Qse is very critical in the surge control
procedure for the process compressor, it would be advantageous to
have a backup procedure to determine this parameter in case of
instrument failure or malfunction. The optimized NN can be used
to provide this backup value. Figure 4 shows the prediction of Qse
for a period in 1997 using the trained 1996 RBF network. Com-
parison with measured Qse showed good agreement between the
two values for the entire year. This demonstrates one useful ap-
plication of having such a trained NN. Obviously, the main as-
sumption here is that the GT/compressor set is assumed to be at
the same condition as the previous year for which the NN has
been trained.

5 Detection of Sensor Faults
Another use of NN prediction capabilities is that it can provide

information in case of a sensor failure or malfunction. In fact this
happened over the first half of 1997 when the CDP sensor~P3!
failed to operate and hence the corresponding data reported zero
during this time~see Fig. 5!. When the trained NN was employed
with the seven input parameters from 1997 set, this missing pa-
rameter was reasonably predicted. Obviously, there were no mea-
sured data to compare with up to case #720 where the CDP sensor
failed. However, once the sensor was corrected, the remaining
cases demonstrate good agreement between predicted and mea-
sured values as shown in Fig. 5.

Another example is from 1998 data set where the fuel gas flow
sensor failed completely for the entire year as shown in Fig. 6. In
this case the 1996 trained NN can be used to provide an estimate
of the fuel gas flow to a degree of confidence in the order of one

Fig. 5 Detection of CDP sensor failure up to Case 720

Fig. 6 Estimate of the fuel gas flow for 1998 when the flow sensor failed in the
entire year
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Fig. 7 „a… Comparison between predicted versus measured power turbine inlet
pressure for 1997 year based on 1996 trained RBF NN; „b… comparison between
predicted versus measured GG exhaust temperature for 1997 year based on 1996
trained RBF NN; „c… comparison between predicted versus measured power tur-
bine exhaust temperature for 1997 year based on 1996 trained RBF NN; „d… com-
parison between predicted versus measured shaft power for 1997 year based on
1996 trained RBF NN; „e… comparison between predicted versus measured HP
spool speed for 1997 year based on 1996 trained RBF NN; „f… comparison between
predicted versus measured HP fuel gas flow for 1997 year based on 1996 trained
RBF NN
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Fig. 7 „continued …
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percent mean error and ten percent standard deviation as sug-
gested by Table 3.

6 Complete Engine Health Monitoring With Few Vari-
ables

Typically, condition monitoring systems rely on measurements
of over 130 parameters on the GT/Process Compressor set. A
useful application of Neural Networks is to determine these pa-
rameters with good degree of confidence with only few measured
variables. For example, the same seven input parameters previ-
ously mentioned can be used to predict all other 1001 parameters
if trained with measured data of these parameters. In order to
demonstrate this, the above RBF network has been trained on
7-input/8-output parameters using 1996 data set. This trained NN
is then used to predict the same eight-output parameters for 1997
and 1998 years.

Figure 7~a throughf ! show these predictions and comparisons
with the corresponding actual measured parameters in 1997. The
confidence levels of these prediction lie within the training accu-
racy specified earlier in Table 3. Obviously, the NN can be used to
predict other parameters from the 1001 if trained with those pa-
rameters in the first place.

7 Estimation of Parameters That Cannot be Measured
A really useful application of NN can be to estimate parameters

such as TIT, which cannot be measured due to instrumentation
limitation. In this case, what is called a first principle model
~FPM! has to be employed in parallel with the NN during the
training stage. The FPM will provide the output data~TIT! to the
NN as targeted values. Once trained, the NN can be used to pre-
dict this data without the use of the FPM.

The concept is illustrated by the procedure shown in Fig. 8~a!.
The same seven-input parameters are used again for the NN which
is taken as an RBF network with one hidden layer of 128 neurons
and one output parameter~TIT!—see Fig. 9. The FPM utilizes
three measured parameters, namely P3, P4, and T4 to calculate
TIT. The combustor pressure loss is assumed to be three percent
of its inlet pressure, while a typical value for the GG turbine stage
efficiency of 88 percent was taken. The 1996 data set was used in
training the RBF network of Fig. 9 and the results of the training
regression is given in Table 4.

Additionally, the predicted values of TIT using the trained NN
is compared to those estimated from the FPM for the same year in
Fig. 10. Now, this trained NN can be used to predict TIT for other
cases in other years, provided that the GT has maintained the

Fig. 8 Hybrid NN–FPM scheme for estimation of parameters
that cannot be measured

Fig. 9 RBF architecture used in TIT training Õprediction

Fig. 10 NN predicted versus estimated TIT from FPM for the same year

Table 4 RBF Training accuracy for TIT prediction

°C

Data mean 1074
Data S.D. 94.56
Error mean 20.5602
Error S.D. 13.66
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same health condition. Figure 11 shows a demonstration of this
application to predict TIT for 1997 year. The predicted values
were also compared to the FPM prediction independent of the NN
using measured values of P3, P4, and T4 for each case. The com-
parison is also shown in Fig. 11. Recall the fact that the CDP~or
P3! sensor was faulted during the first 720 cases in 1997, hence
the FPM prediction failed to give reliable data to compare with
~refer to Fig. 5!. However, for the rest of the year, comparison
between NN prediction of TIT and those independently estimated
from an FPM show excellent agreement as shown in Fig. 11.

8 Kohonen SOM for Data Mining
Quite recently, several new computational techniques that make

use of NN’s have been proposed for nonparametric regression
problems, often called ‘‘unsupervised.’’ Among them is the self-
organizing topological mapping~SOM! by Kohonen@13#. All of
the above-mentioned NN applications are called ‘‘supervised’’ NN
where the training data contains cases featuring input variables
together with the associated outputs. In ‘‘unsupervised’’ NN’s, the
training contains only input variables and the SOM algorithm to-
pologically maps these high-dimensional sample space onto a
lower dimensional~usually two-dimensional! that is represented
by self-organized neuron as a discrete lattice of units. The proce-
dure consists of two steps. The first step is to find the best match-
ing unit ~winning unit! to the current input case vector based on
the Euclidean distance in the training sample vector. The second
step is to modify the weight vectors of both the winning unit and
its neighboring units, so as to reduce the distance between these
units and the input vector.

The whole data set consisting of the 15 variables of Table 1
~previously seven-input and eight-output! were taken as the input
vector for a Kohonen network of 3315 output layer~Fig. 12!.
The choice of this two-dimensional layer was arbitrary, although
the main rational was to allow for three categories~winning units!
to capture possible variations in 15 input variables. The 45 output
neurons are of RBF type with a square root activation function.

The above Kohonen network was trained on 1996 data set, and
after convergence, each case in the set corresponded to a winning
unit in the output layer defined as the unit with least activation
level. The following is called ‘‘the winning frequency’’ of the 3
315 lattice of the output layer.~See Table 5.!

Figure 13 plots the winning unit activation level~A! for each
case in this 1996 data set. This set is considered to be a good set
with no apparent faults in any of the sensors as was the case with

some cases in 1997 and 1998 data sets. It appears that the majority
of the cases have activation levels between 0.3 and 0.7. The lower
the A, the higher the destination of the winning unit. There are
three instances, however, where the Kohonen map seemed to have
failed to identify some cases from the data set. This is signified by
the relatively higher levels of A. These are

Fig. 11 NN predicted versus estimated TIT from FPM for a subsequent year

Fig. 12 Kohenen SOM of 15 input units and 3 Ã15 output units

Table 5 Winning frequency of 1996 data set

Unit @I#

Unit @J#

1 2 3

1 55 34 104
2 12 1 2
3 9 3 21
4 18 15 95
5 17 7 540
6 14 1 22
7 10 3 4
8 0 3 5
9 6 1 8
10 15 3 6
11 49 2 1
12 5 0 2
13 0 22 163
14 91 307 29
15 52 34 53
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Activation Level
Case #327 1.7
Cases #411–433 0.9–1.0
Case #562 1.2

As was mentioned earlier, case #327 has been identified as one
during a shutdown period. If one does not know this fact, a quick

and effective technique to establish which parameter~s! effected
this failure to recognize the case can be determined from the ac-
tivation levels of the input layer. Recall that there are 15 input
parameters. One can then compare A’s for the unrecognized case #
327 to that of a recognized one immediately before~say # 326!.
Figure 14 shows a bar chart comparison between the 15 A’s for

Fig. 13 Winning unit activation level for each case of 1996 data set

Fig. 14 Activation levels of the input units for cases 326 and 327 of 1996 data set

Fig. 15 Activation levels of the input units for cases 410 and 415 of 1996 data set
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these two cases. It is apparent that the main cause for the failure of
NN to recognize case # 327 is the extremely low activation level
of the following parameters: N1, N3, P3, P4, T4, Power, and N2.
Examination of the values of these parameters in the condition
monitoring system for this case indeed confirmed the above
finding.

A similar finding was arrived at when comparing the activation
levels of a recognized case # 10 versus an unrecognized case # 15,
as well as case # 661 versus case # 562, shown in Fig. 15 and 16,
respectively. It is shown that in these cases failure to recognize the
mentioned cases can clearly be attributed to the faulty fuel gas
flow signal.

Fig. 16 Activation levels of the input units for cases 561 and 562 of 1996 data set

Fig. 17 Winning unit activation level for each case of 1997 data set

Fig. 18 Winning unit activation level for each case of 1998 data set
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When the above trained Kohonen network was applied to 1997
data set, different activation levels of the winning units are deter-
mined and plotted in Fig. 17. The first 720 cases showed higher
activation levels than the rest of the cases. As mentioned earlier,
during these cases, the CDP~P3! signal failed to operate. This
demonstrates the validity and usefulness of Kohonen SOM tech-
nique in recognizing the fact that there is something wrong~or
different! in the data set during this period without even looking at
the set itself. Figure 18 gives the corresponding activation levels
for the 1998 data set showing higher levels of activation across
the entire set. This was recognized earlier as a result of failure of
the fuel gas flow sensor all across the set.

9 Conclusions
It was demonstrated that neural network is a very useful tool

when applied to a gas turbine driven compressor station. RBF
networks were found to be the most effective networks which
provide the maximum degree of confidence. They are also rela-
tively faster to train than MLP networks. The generalized regres-
sion NN’s are fast to train, but are prone to overlearning and
hence can result in higher errors. The optimized RBF network was
capable of performing the following functions:~a! backup of criti-
cal parameters,~b! detection of sensor faults,~c! complete engine
health monitoring with few variables, and~d! estimation of pa-
rameters that cannot be measured.

It was demonstrated that Kohonen SOM technique can easily
be applied to recognize the correctness and validity of any data set
once the network is trained on a good set. This is achieved by
examining the activation level of the winning unit on the output
layer of the network. Additionally, it is possible to detect any
doubtful, faulty or corrupted parameter~s! in the cases which are
not recognized by the network by simply examining the activation
levels of the input neurons.
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Nomenclature

GG 5 gas generator
GT 5 gas turbine
N1 5 low-pressure gas generator spool speed
N2 5 high-pressure gas generator spool speed
N3 5 power turbine speed

P3 5 GG compressor discharge pressure~CDP!
P4 5 intermediate pressure between GG and PT

Pamb 5 ambient pressure
Pd 5 process gas discharge pressure

Power 5 PT shaft power
Ps 5 process gas suction pressure
PT 5 power turbine
Qf 5 fuel gas flow rate

Qse 5 suction to eye flow signal
T4 5 intermediate temperature between GG and PT

Tamb 5 ambient temperature
Texh 5 PT exhaust gas temperature
TIT 5 GG turbine inlet temperature~exit from combustor!

Ts 5 process gas suction temperature
h is 5 GG stage efficiency
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Twin Web Disk: A Step Beyond
Convention
This paper will discuss a study of an innovative design for an advanced turbine rotor that
could have a great impact on future engines. The design challenge is to provide a mini-
mum weight turbine rotor system that can withstand beyond state-of-the-art levels ofAN2

(turbine annulus area multiplied by speed squared). AnAN2 limit has been reached for
high-pressure turbine (HPT) disks configured in conventional (single web) geometry with
state-of-the-art nickel alloys. The problem has reached the point where increasedAN2 has
been declared a ‘‘break-through’’ technology. The twin-web disk has the potential to
provide this break through. This paper will present the history of this turbine rotor design,
analytical results, material/component processing, and concept validation results. All
work was performed under an Air Force sponsored program entitled ‘‘Composite Ring
Reinforced Turbine’’ (CRRT).@DOI: 10.1115/1.1445440#

Introduction
The technology developed and described in this paper was

funded by the Air Force under a program entitled ‘‘Composite
Ring Reinforced Turbine~CRRT! ~@1#!.

The CRRT program was structured to expand upon a concept
that was conceived during the last phase of the prior Air Force
sponsored Advanced Turbine Rotor Design~ATRD! program
~@2#!. The concept, an internal ceramic matrix composite~CMC!
ring reinforced nickel alloy disk capable of satisfying advanced
engine demonstrator requirements, showed significant weight and
stress reductions relative to a conventional nickel alloy HPT disk
during initial trade studies. The CRRT program started with this
concept and progressively added more details to the design study
and began to include manufacturing considerations as they im-
pacted the disk geometry. The program also remained flexible to
the increasing demands of the demonstrator engine. However, the
turbine rotor inlet temperature and associated HPT body tempera-
ture increased to the point where contemporary CMCs could no
longer offer a structural advantage due to the thermal incompat-
ibility between the nickel and CMC. This concept was subse-
quently replaced by a nonring reinforced twin-web disk~TWD!
that eventually became the focus of the program. The TWD con-
tinued to offer significant advantages over conventional HPT
disks in terms of structural load path efficiency and AN2.

Design Studies

Design CriteriaÕPhilosophy. Design constraints included a
1.94-in. ~4.93 cm! minimum bore radius and a 5.2-in.~13.2 cm!
maximum bore width. The boundary conditions reflected simulta-
neous application of maximum T4~turbine rotor inlet! tempera-
ture and AN2 ~60031018 in2 rpm2 (387131018 cm2 rpm2)!. The
temperatures at other disk locations were interpolated using a
simple conduction analysis. All structural analyses were per-
formed using ANSYS 5.0.

Allowable stresses were based on surface flaw crack growth.
Lives for metallic components were computed for a range of
stresses using a crack growth analysis program. Based on an ad-
vanced engine duty cycle, the disks were required to meet 1000

total accumulated cycles~TACs! of crack growth life in the in-
spectable areas to support a 500 TAC inspection interval. Internal
areas~twin-web cavity!, which could not be inspected after disk
assembly, were required to have 2000 TAC cycles crack growth
life.

Initial Design Studies with CMC Ring. The initial configu-
rations of disk designs used geometric parameters that were out-
put from a designed experiment. This study suggested that some
of the critical variables were disk bore width, composite ring
width, disk cavity width, disk bore height, and thickness at ring
inner diameter, disk bore height at appendages for flange and
bearing attachments, and appendage structural flexibility. The
unique loading situation of transferring radial load into the com-
posite ring results in an unusual state of stress in the rotor system.
The studies all revolved around transferring load from the nickel
disk to the CMC reinforcing ring~s! by radial compression, load-
ing the ring inner diameter~ID!. Load transfer by this mechanism
avoids the weak interlaminar tension and shear load paths of the
CMC. The rings were designed with fiber architectures that spe-
cifically avoid axial splitting and local ID crushing. The rings
were developed and demonstrated under the ATRD program. As
the design evolved, added realism was built into the finite element
model. This was to ensure that the analytical results most appro-
priately reflected the rotor response. The stresses for the initial and
final CRRT configurations are presented in Table 1 for
comparison.

Final Design Studies Without Ring. As operating tempera-
tures for the engine increased due to cycle changes, the viability
of the CRRT HPT came under question. The thermal property
mismatch between the CMC and nickel alloy was pushed beyond
the threshold for structural efficiency. The additional temperature
caused the higher expansion rate nickel bore to grow too much
relative to the CMC ring resulting in excessive axial bending. As
a result, a design comparison was completed between the CRRT

1Currently at GE Power Systems, General Electric Company, 300 Garlington
Road, GTTC-M/S 174D, Greenville, SC 29602-0648. e-mail: ron.cairo@ps.ge.com.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, Sweden,
June 2–5, 1998; ASME Paper 98-GT-505. Manuscript received by the IGTI Division
October 1997; final revision received by the ASME Headquarters March 1998. As-
sociate Editor: R. Kielb.

Table 1 Stresses from design trade studies for CRRT
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and another design concept that removed the CMC ring, the
TWD. The design requirements discussed in the design criteria
section were used for this study.

Both disk configurations were iterated upon until strength and
durability requirements were met. Comparing hoop stress plots, as
seen in Figs. 1 and 2, the bore stress distribution for the TWD was
more uniform than the CRRT disk since the CMC ring provided
localized restraint due to a combination of reduced inertial and
thermal response relative to the nickel disk. This restraint induced
a small degree of axial bending, in the nickel bore, about the ring.
Also, there was a higher peak radial stress at the bore/web junc-
ture for the CRRT due to the limited space available to develop a
smooth geometric transition via a generous ‘‘blend’’ radius. Both
configurations had desirable axial stress distributions; however,
the TWD had preferred distributions. The bore interface stresses
for the TWD were entirely in compression at 30 ksi~207 MPa!,
compared to a gradient of 45 ksi~310 MPa! compression to 8 ksi
~55 MPa! tension for the CRRT. Another result of the design
change was that the TWD was 7 lbs~3.2 kg! lighter. Figure 3
shows an overlay of the TWD and the CRRT disk half geometries.
At the completion of this study it was decided to drop the CRRT
and continue with the TWD design.

The design effort now focused on meeting two additional ob-
jectives:~1! analyzing the current TWD design to determine stress
levels to set bond strength requirements and~2! determining in-
terface requirements for the spin demo disk/spin arbor system, the

details of which will not be discussed in this paper. However, for
the first objective, the finite element analysis~FEA! revealed sev-
eral critical stress locations. One location is the bond joint itself,
which is axially stressed by virtue of the twin webs and the cor-
responding secondary moment, brought about by the eccentricity
in load path induced by the blade load line of action and the
centroid of each web. Axial tensile stresses of 65 ksi~448 MPa!
are predicted. Another critical stress location is the web, which is
currently designed to a maximum allowable stress of 135 ksi~931
MPa! to minimize weight. This stress can be reduced, as required,
if producibility becomes a concern. The third critical location is
the bore since it is required to carry all disk loading beyond the
‘‘self-sustaining’’ radius~the radius beyond which a rotating mass
becomes parasitic rather than load carrying!. This area is currently
designed to conventional design allowable stresses for weight op-
timization. Again, stresses can be reduced, if required, by the ad-
dition of bore volume at the expense of weight savings.

Processing
Several different processing methods were considered for pro-

ducing this HPT disk. As the TWD emerged as the HPT concept
of choice, new bond process requirements developed. There was a
need for a bond process that minimized material deformation, to
minimize ‘‘fish mouthing’’ at bond boundaries and maintain an
interior bond zone that had mirror image symmetry about the
bond plane for spin dynamics/balance control. The remainder of
the program focused on forge joining and the development of a
derivative process known as activated forge joining~AFJ!. Acti-
vated forge joining utilizes features of both transient liquid phase
~TLP! and forge joining to produce high quality metallurgical
bonds while imparting low distortion. Similar to TLP, AFJ utilizes
a foil interlayer to suppress the melting point of the alloys being
joined. Similar to forge joining, it utilizes an interface pressure,
though greatly reduced relative to pure forge joining. The key
feature of AFJ, when compared to TLP, is its ability to transition
to production more effectively due to shorter heat cycle times,
retention of parent mechanical properties across the bond, and the
ability to join hardware in final or near final machined condition
due to minimal material upset.

Bond development activities were replanned to include AFJ us-
ing a combination of coupons, subscale rings and full-scale rings.
A design of experiments approach~DOX! was included in this
plan utilizing the AFJ parameters, to determine the optimum pro-
cess parameters such as load, heating rate, bond cycle length, and
post-bond heat treatment. Mechanical specimens were extracted
from each bonded unit to assess tensile, creep-rupture, and impact
response. The results of the creep rupture tests exceeded the speci-
fication requirement for that of the parent material, which is 75
hrs. Tensile test results also compared favorably with the parent
material baseline properties.

Fig. 1 Hoop stress, CRRT

Fig. 2 Hoop stress, TWD

Fig. 3 Overlay of CRRT and TWD geometries
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Full-Scale Bonding Trials
Up to this point, the viability of AFJ had been demonstrated

with coupons, rings, scaled disks, and the designed experiment.
Realizing that some of the bonding problems may be unique to the
subscale rings that lack the heat path of a disk web and the heat
sink of a disk bore; the project expanded the study to include a
combination of sub and full-scale simulated disk halves. Applying
the processing parameters defined in the designed experiment to
full-scale geometry and controlling part positioning in addition to
mechanical properties, proved most challenging. Bond trials were
run on six disks that were designated FSD-02 through FSD-08
~FSD-04 was not bonded! with bond integrity varying from some-
what porous to excellent.

The results for the first full-scale simulated disk bonding trial
~FSD-02! revealed that the interface pressure was too low. Both
micrographs and an ultrasonic evaluation showed bonding oc-
curred at the outer and inner edges of the rim, with porosity
through the center regions. Further investigation showed error in
the equipment setup, which caused the applied load to be approxi-
mately one third the desired level. This was corrected for all sub-
sequent trials. A second bonding trial was run successfully~FSD-
03: also a simulated full-scale disk! with the proper full bonding
load. The next trial, FSD-05, was the first fully processed, mono-
lithic disk-half bonding trial performed. The bonded disk was sub-
jected to ultrasonic and dimensional inspection and then put
through a stress relief and age heat treatment. There was very little
dimensional change in the bonded disk before and after stress
relief. A photomicrograph showing grain growth across the inter-
face is included as Fig. 4.

FSD-06 was the first full-scale, full-geometry, pedigree alloy
disk bonded. Ultrasonic scans~C-scans! indicated that the rim
outer region was bonded more effectively than the center region,
showing a decrease in density going from the midbond plane re-
gion to the ID. Specimens were extracted from various locations
per the test plan shown in Table 2. Test results for monotonic
tension and stress rupture for bonded specimens were extremely
impressive in terms of property level and consistency. Figure 5

summarizes monotonic tension test results for in situ bond
strength and in situ parent alloy strength. As can be seen, tension
ultimate and yield strength for both bond and parent alloy are
essentially the same. As expected, elongation and reduction in
area for the joint are approximately 50 percent of parent response.
These levels are, however, more than adequate for the HPT appli-
cation. Stress rupture results, shown in Fig. 6, are equally impres-
sive. The test conditions were selected for comparison to estab-
lished data for the parent alloy. The minimum requirement is ten
hours at this condition. As can be seen, the in situ bonded stress
rupture life is clustered between 26.6 and 32.3 hours.

LCF testing was completed on specimens cut from various sec-
tions of the disk to include bonded and nonbonded regions in both
the rim and the bore. The LCF test data showed that the bond lives
are lower than the parent lives, but acceptable for the design. The
LCF test data were generated for a maximum stress of 140 ksi
~965 MPa! at R50.05 and 1000°F~538°C! for comparison to the
available database of parent material. In actuality, the engine HPT
design exposes the bond to an average tensile stress of 10 ksi~69
MPa! and a local peak tension stress of 37 ksi~255 MPa!. The
spin demonstrator has an average axial stress on the bond plane of
about 1 ksi~6.8 MPa! in compression and a peak axial tensile
stress of 29 ksi~200 MPa!. LCF data is shown in Fig. 7 for the
rim section only, since this is the main point of interest. In gen-
eral, it is readily apparent that a significant debit in LCF capability
is associated with the bonded specimens. It was inferred that im-
provements in this capability were likely to come with lower po-
rosity levels. Therefore, reduction of bond porosity was viewed as
a key element in future development work and would be pursued
by optimizing the chemistry of the bond activation layer.

Crack growth testing was performed on two specimens from
the rim section, with the bond aligned with the specimen notch.
The first specimen was threshold tested twice at 20 Hz, followed
by a 0.167 Hz Region II crack growth test, which is the region of

Fig. 4 Photomicrograph showing grain growth across inter-
face on FSD-05

Fig. 5 Monotonic tension results for FSD-06 specimens.
Specimens 1–7: rim-bonded, 8–10: rim parent, 11–14: bore.

Fig. 6 Stress rupture results for FSD-06 specimens

Table 2 FSD-06 test specimen summary
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stable, slow, controlled crack growth. The second specimen was
tested in Region II only to allow sufficient crack length to obtain
data at higher crack growth rates. Test results were compared to
both a baseline threshold model and baseline data. The test data
compared to the model favorably, with slightly slower crack
growth rates in the threshold and a slightly faster growth rate in
Region II. Compared to baseline data, the tests show slightly
faster growth rates at the higher stress intensities. Examination of
the broken specimen halves revealed the crack grew within or at
the edge of the bondline, and did not propagate into the parent
material. Photomicrographs revealed desirable transgranular
rather than intergranular failure morphology.

The bonding trial for FSD-07, which was originally targeted as
the spin demonstrator disk, appeared to go smoothly. Due to a
malfunction of the pneumatic cylinder, an unusual spread in the
rim temperatures during the trial was noted and a section of the
rim appeared to be overheated. Inspection of the rim bond-line
seemed to substantiate a low or no-load condition during the trial.
Loss of load was consistent with the unusual temperature profile
seen along the rim of the part since poor surface contact along the
rim causes nonuniform heat transfer, which could result in local-
ized hot spots. This part was completely unsuitable for use as the
spin demonstrator or for bond property characterization.

The final rotor, FSD-08, is shown in Fig. 8. It was bonded
successfully and was designated as the spin demonstrator. Witness
material testing revealed properties similar to FSD-06~reference
Figs. 5–7!.

It must be emphasized that the characterization data developed
during this program were focused to support the design of an
experimental spin disk. Much more, and costly, characterization is
required to support man-rated applications. This is part of a typi-
cal evolutionary approach to evaluate an innovative concept. Once

validated, the concept would receive more detailed design and
characterization to enable it to transition to engine applications.

Concept Validation
The validation program utilized a full-scale twin-web disk with

an oversize, interrupted rim, to simulate, the effect of blade load-
ing. The spin test program consisted of three phases:~I! a room
temperature strain survey to maximum speed;~II ! an elevated
temperature cyclic spin test that was interrupted for NDE of the
bond plane; and~III ! an overspeed demonstration taken to burst
conditions.

Room Temperature Strain Survey. For Phase I, the spin
demonstrator was instrumented with 16 strain gages to capture the
strain distribution across each bore and at the 0 deg and 180 deg
polar positions. The strain survey was run twice to 19,600 RPM
taking gage readings accelerating to and decelerating from that
RPM. The maximum attained stress was 138 ksi in the bore region
closest to the web cavity. The load paths in the disk halves were
very symmetric and the polar variation~0 and 180 deg! in stress
was very low. The gages recorded strains that were typically
within three percent of the average gage reading. Fig. 9 shows a
typical plot of strain versus speed squared using the highest read-
ing bore gage as an example.

Interrupted, Elevated Temperature Cyclic Spin Test. In
Phase II, the test called for a total of 1000 cycles~triangular
waveform pattern, zero dwell time! with anR50.05 at a tempera-
ture of 1000°F with periodic inspections. TheR50.05 corre-
sponds to a maximum rotor speed of 19,600 RPM and a minimum
speed of 4400 RPM. Inspection intervals at 250, 500, and 750
cycles were selected. A portable ultrasonic probe and tank~pro-
viding a drip feed of water to couple the probe with the disk! were
assembled to perform the interval inspections. No discernable
changes in bond plane integrity were noted during any of the
inspection points including one at the completion of 1000 cycles.

Over-Speed Demonstration Followed by Burst. The Phase
III test to demonstrate overspeed and burst margin required a
dwell time at both maximum and overspeed RPM of five minutes,
before decelerating for a residual growth measurement. Since
burst is frequently driven by high rate-of-change acceleration
events, it was more representative, for the actual burst test, to
accelerate at the limit of the drive turbine until burst~essentially
zero dwell time!.

The maximum design speed demonstration was accomplished
without incident. The disk was accelerated to 21,500 RPM
(AN256003108 in2 rpm2) at a rate of 110 RPM/sec, the limit of

Fig. 7 Low-cycle fatigue data for FSD-06 rim

Fig. 8 FSD-08 post bond assembly
Fig. 9 Typical strain survey result using highest reading bore
gage „adjacent to web cavity … at 0-deg position
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the drive turbine in the spin pit. After a five minute dwell at
21,500 RPM, the disk was brought back to zero RPM. The pit was
opened for dimensional inspection of the disk and dishpan outer
diameters to document plastic growth. There was no measurable
change in geometry.

The next demonstration point, ten percent overspeed~23,650
RPM-AN257253108 in2 rpm2! followed the same procedure.
Once again, there was no appreciable growth detected and spin
dynamics remained very stable. At this point, it appeared the disk
was capable of considerably higher RPM. Hence, a revision to the
test plan, to include several additional RPM dwells prior to burst,
was adopted for plastic growth documentation.

The next selected point was at 25,000 RPM~16.3 percent
overspeed- AN258113108 in2 rpm2!, also went without incident.
The subsequent residual growth assessment did show the start of
measurable plastic deformation. The next dwell point was 26,296
RPM ~22.3 percent overspeed!. The acceleration was halted at
25,225 RPM~17.3 percent overspeed-AN258253108 in2 rpm2!
due to rotor imbalance. Upon shutdown, the spindle connecting
the disk to the drive turbine was found to be bent and appreciable
plastic deformation~rim growth! had occurred. Figure 10 shows
dead rim ~OD! growth versus speed squared~normalized to
19,600 RPM-the maximum cyclic speed!. The trend indicates a
robust disk concept that is capable of functional failure~excessive
growth! rather than catastrophic structural failure~burst!. Post-
spin evaluation revealed two things worthy of note:~1! radial
cracks at mid web position; and~2! bi-directional cracks in the
web beneath the live rim. As the disk speed exceeded the point of
inducing elastic hoop stress in the bore, a zone of plastic stress
began to develop. This zone, and its associated front, grew radi-
ally with subsequent, increased, speed excursions to the point
where the midweb location was carrying a much higher hoop
stress than at maximum design speed. This high hoop stress initi-
ated the radially growing cracks. Concurrent with this, was the
increased external radial load imparted by the segmented rim
~simulated blades! as speed increased. This induced increasingly

higher radial stress in the live rim and upper regions of the web,
resulting in hoop oriented cracks. As rotor speed continued to
increase, the plastic front from the bore advanced radially further
outward until it coincided with the zone of higher radial stress
progressing radially inward from the rim. This confluence of high
biaxial stresses was manifested as the network of biaxial cracks
observed in the post spin evaluation.

Summary
The twin-web disk represents a radical departure from conven-

tional HPT design practice and was conceived to meet the aggres-
sive AN2 goals of the future. The disk was developed by an inte-
grated technology team that produced a novel metallurgical
joining process. The joining development process utilized a
‘‘building block’’ approach starting with small 2-in.~5.08 cm!
square blocks~in a statistically designed experiment to optimize
joining parameters!, progressing to scaled rings~disk rim simula-
tion!; then scaled disks; and finally, full-scale/full-geometry disks.
Mechanical properties were evaluated in all critical locations to
ensure application to demonstrator engine hardware and correla-
tion made to ultra sonic evaluations of bond integrity. A full-scale
spin demonstrator was fabricated and subjected to structural vali-
dation spin testing which was a complete success. It demonstrated
not only load path symmetry, bore stress uniformity, cyclic stress
capability and over-speed capability, but also the ability to exceed
an AN256003108 in2 rpm2 without catastrophic burst—truly a
step beyond convention. Future activities will include studies to
introduce shot peening to the internal web walls and the rim inner
diameter to enhance life, and further validation in a demonstrator
engine.
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Fig. 10 Residual growth of dead rim versus normalized RPM squared
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Systems
An improved transfer matrix method is developed to analyze nonlinear rotor-bearing
systems. The rotating shaft is described by the Timoshenko beam theory which considers
the effect of the rotary inertia and shear deformation. A typical roller bearing model is
assumed which has cubic nonlinear spring and linear damping characteristics. Transfer
matrices for the Timoshenko shaft element, disk element, and nonlinear bearing element
are derived and the global transfer matrix is formed. The steady-state response of syn-
chronous, subharmonic, and superharmonic whirls is determined using the harmonic
balance method. Two numerical examples are presented to demonstrate the effectiveness
of this approach.@DOI: 10.1115/1.1447235#

Introduction

The steady-state response analysis of rotor-bearing systems is
one area of interest in rotor dynamics to many researchers. Typical
rolling element bearings possess nonlinear spring characteristics
due to Coulomb friction and the radial clearance between rollers
and rings. Yamamoto et al.@1# showed that the nonlinear force in
a bearing can be approximated using a nonlinear function related
to the third power of the deflection in single-row deep-groove ball
bearings. Ishida et al.@2# obtained a fourth-order power nonlinear
bearing model in double-row angular contact ball bearings.

The harmonic balance method, introduced by Nayfeh and
Mook @3#, has been successfully applied to analyze the forced
vibration and stability of nonlinear systems. Yamamoto et al.@4,5#
and Ishida et al.@2# obtained superharmonic and subharmonic vi-
brations of a two-degree-of-freedom rotor mounted on nonlinear
bearing using this method. They showed good agreement between
analytical and experimental results.

The transfer matrix method is a popular technique used to ana-
lyze rotor-bearing systems. However, the method has mainly been
applied to linear systems, such as the early work done by Prohl@6#
and Lund@7#, where an Euler-Bernoulli beam element was used to
model the shaft segment. Gu@8# combined the transfer matrix
method with the direct integration method. Lee et al.@9# proposed
a modified transfer matrix to incorporate the Timoshenko beam
element. A Rayleigh-Euler beam with the effects of rotary inertia
and gyroscopic moments was introduced by Kang et al.@10# for
asymmetric linear rotor-bearing systems. Not until recently was
the transfer matrix method extended to nonlinear systems by Lee
et al. @11#, who performed steady-state vibration analyses of a
flexible rotor supported by bearings with power nonlinearity. The
global equation for the transfer matrix was not derived, however,
and a reformulation was necessary for different systems. In addi-
tion, a large number of unknowns, i.e., 24 unknowns state vectors
must be solved from 24 sets of equations using iterative proce-
dures.

In this paper, an improved transfer matrix is proposed for rotor-
bearing systems with nonlinear bearings. The shaft is modeled

based on the Timoshenko beam theory. A typical rolling element
bearing model is assumed, which has cubic nonlinear spring and
linear damping characteristics given by

Fx5K1ux1K3ux
31Cüx (1)

Fy5K1uy1K3uy
31Cu̇y

where K1 and K3 are linear and nonlinear stiffness coefficients
andC is the linear damping coefficient of the bearings. A global
equation for the transfer matrix is derived and steady-state re-
sponse of the system is approximated using the harmonic balance
method with initial values predicted using a numerical scheme.
Numerical simulations are carried out to demonstrate the effec-
tiveness of the method and to study the influence of the nonlinear
bearings on the dynamic response characteristics of the system.

Transfer Matrix for a Timoshenko Shaft Segment
Consider thei th shaft segment as shown in Fig. 1. The left end

coordinate iszi 21 and the right end coordinate iszi , thus the total
length of the shaft segment isl 5zi2zi 21 . The transverse dis-
placements of the shaft are denoted byux anduy along thex and
y-directions and the bending angles in two perpendicular planes of
motion OxzandOyzare represented bycx andcy , respectively.
Introducing the nondimensional space variablez5(z2zi 21)/ l
and the complex notations,u5ux1 iuy , c5cx1 icy ; the gov-
erning equations of the rotating shaft are~Zu and Han@12#!

]2u

]t2 1
kG

r l 2 F l
]c

]§
2

]2u

]§2G50 (2)

]2c

]t2 2 i
VJz

rI l

]w

]t
2

E

r l 2

]2c

]§2 1
kAG

rI l S lc2
]u

]§ D50 (3)

wherer is the mass density,A the cross-sectional area,I the trans-
verse moment of inertia,Jz polar mass moment of inertia andV is
the shaft angular velocity.E, G, andk are Young’s modulus, shear
modulus and shape factor, respectively.

Due to the existence of nonlinear bearing forces, the steady-
state response may consist of not only synchronous vibration at
the rotating speed, but also subharmonic and superharmonic vi-
brations. There are many subharmonic and superharmonic com-
ponents in the system. For cubic nonlinear bearing forces, the
dominant subharmonic vibration is a vibration at the frequency of
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V/3 and the dominant superharmonic vibration is a vibration at
the frequency of 3V. Therefore, a solution to Eqs.~2! and~3! for
steady-state response may be assumed as

u~§,t !5(
p

Up~§!eipVt

c~§,t !5(
p

p

Cp~§!eipVt

p52
1

3
,
1

3
,21,1,23,3. (4)

Substituting Eq.~4! into Eqs. ~2! and ~3! and decoupling the
subsequent set of ordinary differential equations,the following
equations are obtained:

l 2Up
~4!1 l 1Up91 l 0Up50

(5)
l 2Cp

~4!1 l 1Cp81 l 0Cp50.

The coefficients in Eq.~5! are given by

l 05
rI

kAG
v42

VJz

kAG
v32v2

l 15
I

l 2A S 11
E

kGDv22
VJz

l 2rA
v (6)

l 25
EI

rAl4

in which v5pV.
There are two cases for the solutions to Eq.~5!, Al 1

224l 2l 0

. l 1 andAl 1
224l 2l 0, l 1 . In general,Al 1

224l 2l 0. l 1 , where the
solutions are expressed as

Up~§!5Ap1 cosh~s1§!1Ap2 sinh~s1§!1Ap3 cos~s,§!

1Ap4 sin~s2§!
(7)

Cp~§!5Ap18 sinh~s1§!1Ap28 cosh~s1§!1Ap38 sin~s2§!

1Ap48 cos~s2§!

in which

s15A2 l 11Al 1
224l 2l 0

2l 2

, s25Al 11Al 1
224l 2l 0

2l 2

.

CoefficientsAp12Ap4 andAp18 2Ap48 in Eq. ~7! are arbitrary con-
stants and only four of them are independent. Their relationship
can be derived from Eqs.~2! and ~4! as

Ap18 5cp1Ap1 , Ap38 5cp2Ap3 (8)
Ap28 5cp1Ap2 , Ap48 52cp2Ap4

where

cp15
1

s1
S r l

kG
p2V21

1

l
s1

2D , cp25
1

s1
S r l

kG
p2V22

1

l
s2

2D .

Having obtained displacements of the shaft segment in Eq.~4!
and~7!, the stress resultants, which are the bending momentsMx ,
M y and the shear forcesQx , Qy , can be written in terms of the
displacements in complex form as

M ~§,t !5Mx~§,t !1 iM y~§,t !5EIc8~§,t !/ l
(9)

Q~§,t !5Qs~§,t !1 iQy~§,t !5kAGS 1

l
u8~§,t !2c~§,t ! D .

Using Eq.~7!, Eq. ~9! can be expressed by

M ~§,t !5(
p

M p~§!eipVt

(10)

Q~§,t !5(
p

p

Qp~§!eipVt

where

M p~§!5
EI

l
~Ap18 s1 cosh~s1§!1Ap28 sinh~s1§!1Ap38 s2 cos~s2§!

2Ap48 s2 sin~s2§!!
(11)

Qp~§!5kAGS S s1

l
Ap12Ap18 D sinh~s1§!

1S s1

l
Ap22Ap28 D cosh~s1§!2S s1

l
Ap32Ap38 D sin~s2§!

1S s2

l
Ap42Ap48 D cos~s2§! D .

Introducing the following node parameter vector

$S~z,t !%5$u~z,t ! c~z,t ! M ~z,t ! Q~z,t !%T,

Eqs.~4! and ~10! can be compactly written by

$S~z,t !%5(
p

$Sp~z!%eipVt p52
1

3
,
1

3
,21,1,23,3 (12)

where

$Sp~z!%5$Up~z! cp~z! M p~z! Qp~z!%T. (13)

Substitution of Eqs.~7!, ~8!, and~11! into the vector$Sp(z)% in
Eq. ~13! leads to

$Sp~z!%5@K~§!#$A% (14)

in which

$A%5$Ap1 Ap2 Ap3 Ap4%
T

is a coefficient vector. Atz5zi 21 , §50 and atz5zi , §51. $A%
can be expressed by$Sp(zi 21)% by letting z50 in Eq. ~14!:

Fig. 1 A shaft-bearing system with divided elements
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$A%5@K~0!#21$Sp~zi 21!%. (15)

Substituting Eq.~15! into Eq. ~14!, the vector$Sp(z)% can be
written as

$Sp~z!%5@Tp~z!#$Sp~zi 21!% (16)

where @Tp(z)# is the transfer matrix for the shaft segment. It is
given by

@Tp~z!#55@K~z!#@K~0!#21. (17)

Expanding Eq.~17! yields

@Tp~z!#53
c1s1 cos~s2§!2c2s2 cosh~s1§!

A1

l @A4 sinh~s1§!2A3 sin~s2§!#

A2

c1c2@s1 sin~s2§!2s2 sinh~s1§!#

A1

l @c1A4 cosh~s1§!2c2A3 cos~s2§!#

A2

2EIc1c2s1s2@cosh~s1§!2cos~s2§!#

A1l

EIl @c1s1A4 sinh~s1§!2c2s2A3 sin~s2§!#

A2l

kAG@c2s2A3 sinh~s1§!2c1s1A4 sin~s2§!#

A1

kAGA3A4l @2cosh~s1§!1cos~s2§!#

A2

l @cosh~s1§!2cos~s2§!#

EIA1

l @c2 sinh~s1§!1c1 sin~s2§!#

kAGA2

l @c1 sinh~s1z!2c2 sin~s2§!#

EIA1

c1c2l @cosh~s1§!2cos~s2§!#

kAGA2

c1s1 cosh~s2§!2c2s2 cos~s1§!

A1

EIc1c2l @s1 sinh~s1§!1s2 sin~s2§!#

kAGA2l

kAGl@2A3 sinh~s1§!1A4 sin~s2§!#

EIA1

2 l @c2A3 cosh~s1§!1c1A4 cos~s2§!#

A2

4 (18)

where

c15
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s1
S r l

kG
p2V21

1

l
s1

2D , c25
1

s2
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kG
p2V21

1

l
s2
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A15c1s12c2s2 , A25c1s22c2s1 ,

A35c12
s1

l
, A45c22

s2

l

andz5(z2zi 21)/ l . The transfer matrix formula for the shaft seg-
ment can be written as

$Sp~zi !%5@Tp~zi !#$Sp~zi 21!%. (19)

Transfer Matrix for a Disk
A disk is assumed to be a rigid body with gyroscopic effects

and is located at thei th station. The thickness of the disk is con-
sidered small compared with the length of the shaft and is thus
ignored. Unbalance mass of the disk is a source of excitation,
which induces synchronous whirling and nonsynchronous whirl-
ing for nonlinear shaft bearing systems. From the relationships
between forces and deflections of the disk, the equilibrium and
compatibility conditions may be written as

u~zi ,t !5u~zi 21 ,t !

C~zi ,t !5C~zi 21 ,t !
(20)

M ~zi ,t !5M ~zi 21 ,t !1I DC̈~zi 21 ,t !2 iJpVĊ~zi 21 ,t !

Q~zi ,t !5Q~zi 21 ,t !1MDü~zi 21 ,t !2MDeV2 exp~ iVt !

whereMD ,I D are the total mass of the disk and its moment of
inertia aboutx, y-axes,Jp is the polar moment of inertia, ande is
the disk mass eccentricity. In Eq.~20!, the gyroscopic moment of
the disk is included in the momentM.

Substituting Eq.~12! into Eq.~20! and equating the coefficients
of the like terms associated witheipVt leads to

Up~zi !5Up~zi 21!

cp~zi !5cp~zi 21!
(21)

M p~zi !5M p~zi 21!2~ I Dp2V22JppV2!cp~zi 21!

Qp~zi !5Qp~zi 21!2MD~p2V2Up~zi 21!1d1peV2!.

Thus, the transfer matrix formula for a disk element may be writ-
ten as

$Sp~zi !%5@Tp~zi !#$Sp~zi 21!%1$Ppi% (22)

where the transfer matrix@Tp(zi)# is given by

@Tp~zi !#5F 1 0 0 0

0 1 0 0

0 2I Dp2V21JppV2 1 0

2MDp2V2 0 0 1

G
(23)

and the load vector$Ppi% is

$Ppi%5d1p$0 0 0 2eMDV2%T. (24)

Transfer Matrix for Nonlinear Bearings
Consider thei th element being a nonlinear bearing element, in

which the bearing force is expressed in Eq.~1!. The equilibrium
condition for the bearing force element is

Q~zi ,t !5Q~zi 21 ,t !2K1u~zi 21 ,t !2Cu̇~zi 21 ,t !2Q̃ (25)

whereQ̃ is the nonlinear term in the bearing force expressed as

Q̃5Q̃x1 iQ̃y5K3@ux
3~zi 21 ,t !1 iuy

3~zi 21 ,t !#. (26)
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To determineQ̃, it is necessary to splitu, defined in Eq.~4!,
back intoux anduy so thatux anduy can be expressed in terms of
the space and time variables. Separating the forward and the back-
ward whirl components, the displacementu(zi 21 ,t) from Eq. ~4!
may be rewritten as

u~zi 21 ,t !5 (
p51/3,1,3

~Up~zi 21!eipVt1U2p~zi 21!e2 ipVt!.

(27)

Rearranging Eq.~27! leads to

u~zi 21 ,t !5 (
p51/3,1,3

~~Ucpx~zi 21!1 iU cpy~zi 21!!cos~pVt !

1~Uspx~zi 21!1 iU spy~zi 21!!sin~pVt !! (28)

where

Ucpx5Re~Up1U2p!, Ucpy5Im~Up1U2p!

Uspx5Im~U2p2Up!, Uspy5Re~Up2U2p!.

Thus, fromu5ux1 iuy , each displacement component,ux and
uy , are obtained as

ux~zi 21 ,t !5 (
p51/3,1,3

~Ucpx~zi 21!cos~pVt !

1Uspx~zi 21!sin~pVt !!
(29)

uy~zi 21 ,t !5 (
p51/3,1,3

~Ucpy~zi 21!cos~pVt !

1Uspy~zi 21!sin~pVt !!.

Introducing the harmonic balance method, which assumes that
the harmonic components of the bearing force are the same as
those in the displacements, the nonlinear forces can be calculated
as

Q̃x5K3ux
3~zi 21 ,t !' (

p51/3,1,3
~Qcpx cos~pVt !1Qspxsin~pVt !!

(30)

Ṽy5K3uy
3~zi 21 ,t !' (

p51/3,1,3
~Qcpy cos~pVt !1Qspysin~pVt !!

whereQcpx , Qspx, Qcpy , andQspy are given by Zu and Ji@13#.
Using the following relationships

cos~pVt !5
1

2
~eipVt1e2 ipVt!,

(31)

sin~pVt !52
i

2
~eipVt2e2 ipVt!,

Q̃ may be computed as

Q̃5Q̃x1 iQ̃y5 (
p51/3,1,3

~Q̃peipVt1Q̃2pe2 ipVt! (32)

where

Q̃p5
1

2
@~Qcpx1Qspy!1 i ~Qcpy2Qspx!#e

ipvt

Q̃2p5
1

2
@~Qcpx2Qspy!1 i ~Qcpy1Qspx!#e

2 ipvt

p51/3,1,3.

(33)

Substituting Eqs.~12! and ~32! into Eq. ~25! and equating the
coefficients of like terms associated witheipVt, the following ex-
pression can be obtained:

Qp~zi !5Qp~zi 21!1~K11 iCpV!Up~zi 21!1Q̃p (34)

p52
1

3
,
1

3
,21,1,23,3.

From Eq. ~34!, along with the continuity conditions of the dis-
placements and the moment for the bearing element, the transfer
matrix formula for the nonlinear bearing force element may be
written as

$Sp~zi !%5@Tp~zi !#$Sp~zi 21!%1$Ppi% (35)

where the transfer matrix is

@Tp~zi !#5F 1 0 0 0

0 1 0 0

0 0 1 0

K11 iCpV 0 0 1

G p52
1

3
,
1

3
,21,1,23,3

(36)

and the force vector is

$Ppi%5$0 0 0 Q̃p%
T. (37)

Note that the linear term of the bearing force is reflected in the
transfer matrix@Tp(zi)# and the nonlinear term of the bearing
force is reflected by the force vector$Ppi% in Eq. ~37!.

Global Transfer Matrix of the System and Numerical
Algorithm

The nonlinear rotor-bearing system considered includes linear
shaft segments and rigid disks supported by nonlinear rolling el-
ement bearings. The bearing forces are defined by a power non-
linearity in the displacements. The system is divided intoN ele-
ments, as shown in Fig. 1, in which each bearing, disk and shaft
segment is considered as a single element. On thei th element, the
initial and terminal nodal numbers arei 21 and i. The transfer
matrix of the global system with nonlinear bearings may be writ-
ten as

$S~zi ,t !%5(
p

$Sp~zi !%e
ipVt5(

p
~@Tp~zi !#$Sp~zi 21!%

1$Ppi%!eipVt i 51,2,̄ ,N (38)

where @Tp(zi)# and $Ppi% for shaft element, disk element and
bearing element are given by Eqs.~18!, ~23!, ~24!, ~36!, and~37!,
respectively.

For linear rotor systems, a constant global matrix may be ob-
tained to relate the initial nodal vector$Sp(z0)% and the terminal
nodal vector$Sp(zN)%. Thus, from two known boundary condi-
tions at the end point, the two remaining unknown initial param-
eters can be solved via two linear algebraic equations obtained
from the global matrix. For nonlinear rotor-bearing systems, how-
ever, the global matrix is a function matrix of the two unknown
initial parameters. It is not only difficult to form such a matrix but
also meaningless to do so. Hence a numerical scheme is designed
to solve for the unknown initial parameters directly without ex-
plicit expressions obtained from the global matrix. This scheme is
based on a quasi-Newton method for solving simultaneous, non-
linear equations.

The method begins by taking initial guesses for the two un-
known parameters from the initial nodal vector$Sp(z0)%, denoted
by Sp,i(z0) (p521/3,1/3,21,1,23,3;i 51,2). Thus,$Sp(zi)% up
to $Sp(zN)% can be calculated from Eq.~38!. Two implicit nonlin-
ear algebraic equations for eachp value can be formed as
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f 1p~S21/3,1~z0!,S1/3,1~z0!,¯ ,S3,1~z0!,S21/3,2~z0!,¯ ,S3,2~z0!!5Sp,1~zN!

f 2p~S21/3,1~z0!,S1/3,1~z0!,¯ ,S3,1~z0!,S21/3,2~z0!,¯ ,S3,2~z0!!5Sp,2~zN!
p52

1

3
,¯ ,3 (39)

whereSp,i(zN) ( i 51,2) are the two known parameters from the
terminal nodal vector$Sp(zN)%. Note that there are sixp values
for each unknown parameterSp,i(z0), hence Eq.~39! represents
six sets of nonlinear algebraic equations for 12 complex un-
knowns.

First a small tolerance numbere is assumed. Based on the ini-
tial guesses forSp,i(z0) (p521/3,1/3,21,1,23,3; i 51,2), the
value for f ip( i 51,2) is calculated. Presumablyu f ip2Sp,i(zN)u is
greater thane and thereforeSp,i(z0) is adjusted by a fixed incre-
ment. f ip is then re-calculated with the new value forSp,i(z0).
This step is repeated until all values ofu f ip2Sp,i(zN)u are less
than e. A flowchart of the basic solution scheme is outlined in
Fig. 2.

The quasi-Newton method was chosen as the basic root solver
over other methods because the quasi-Newton method does not

require the derivative of the function. This is crucial since the
derivatives of Eq.~39! are unattainable analytically due to the
numerical nature of the solution.

A satisfactory choice of the initial estimate valueSp,i(z0) at the
starting point of the frequency range of interest is obtained from
the steady-state response of the linear system for synchronous
whirl, by putting in zero for the nonlinear bearing stiffness coef-
ficient K3 . Substituting the arbitrary initial guesses andK350
into Eq.~39!, the initial estimate valueSp,i(z0) can be obtained in
one iteration.

It can be seen that the proposed transfer matrix method allows
a direct transfer of matrices from one end of the system to the
other end as expressed in Eq.~38!. This procedure is similar to the
conventional transfer matrix method for linear systems. In addi-
tion, there are only two unknowns for eachp value involved in the
calculation, and in comparison, 24 unknown vectors need to be
solved using iterative procedures in the transfer matrix method
proposed by Lee et al.@11# to solve the same nonlinear rotor-
bearing system. The initial two unknown boundary conditions are
obtained from a set of nonlinear algebraic equations by applying
the known boundary conditions. Thus, the proposed method can
be applied to any nonlinear rotor-bearing systems without refor-
mulating the equations.

It should be mentioned that the transfer matrix method has cer-
tain limitations. The main disadvantage of the method is that the
method is not so accurate and may run into numerical problems if
the length of individual stations is too long. This is true for both
linear and nonlinear systems using the transfer matrix method.
However, the method is still a popular method due to its numerical
efficiency. The number of stations and the number of variables
compared with the finite element method, for example, are much
fewer for the same numerical accuracy, and thus the proposed
method takes much less computational time.

Numerical Examples
Two nonlinear rotor-bearing systems are simulated to verify the

effectiveness of the method and to demonstrate the nonlinear ef-
fect of the bearings on the system’s steady-state response. The first
example, as shown in Fig. 3, is a shaft supported by two bearings
and there is a rotor at the middle. The system is divided into four
shaft elements, two nonlinear bearing elements, and one disk el-
ement. The physical parameters of the system are given in the
following:

E52.07e7 N cm22, K151.5e4 N/cm21,

G58.1e6 N cm22, C5600.0 N s cm21

k50.68, L151.2 cm

r57.75e-3 kg cm23, L2515 cm

Md560 kg, Dia.51.2 cm

Jz52000 kg cm2, e566.67mm

I D51000 kg cm2

The maximum amplitude of the shaft response is plotted against
the rotating speed in Fig. 4. Due to the sharpness at the resonance,
only response curves near the synchronous resonance are shown.
Two different nonlinear bearing values are chosen,K3

5100 GN/cm3 and K352100 GN/cm3. The response curve for
linear bearings whenK350 is also plotted for comparison. In
order to verify the solutions, the steady-state response of a sim-
plified system is derived~see Zu and Ji@13#! and presented in Fig.Fig. 2 A flowchart of solution scheme
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Fig. 4 Frequency response for various K 3

Fig. 5 Whirling orbit at point B for K 3Ä1.0e1 1NÕcm3 and VÄ78.8 rad Õs

Fig. 3 A shaft-bearing system with an intermediate rotor
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4, in which only the stiffness of the shaft is considered while the
mass of the shaft is ignored. It is shown that the responses ob-
tained from the present solution using the transfer matrix method
and from the simplified solution agree quite well. It is observed
that the nonlinearity of the bearings increases the vibration level
substantially at the resonance compared to the linear system. This
occurs because the support from the bearings becomes stiffer with
the incorporation of nonlinear bearings, resulting in larger vibra-
tions at resonance. Furthermore, the peak at the resonance is much
sharper for nonlinear bearing systems. The peak value for the
nonlinear system is also shifted towards the right compared to the
linear system.

It should be mentioned that the harmonic balance method is
accurate only for small vibrations and thus it does not describe
well at the resonance proximity where displacements are large.
However, the response curves reflect the trend and the character-
istics of the system near the resonance.

The whirling orbit is shown in Fig. 5 at the location of the
bearing, pointB, for K35100 GN/cm3 and the resonant frequency
V578.8 rad/s. A noncircular orbit is observed in Fig. 5 due to the
influence from the nonlinear bearings that alter the orbit of the
shaft. Instead of a circular orbit as is normally the case for linear
systems, both circular and noncircular orbits are possible for non-
linear systems.

In Fig. 6, the frequency response, similar to that of Fig. 4, is
plotted forK351 GN/cm3. However, a multivalue response curve
is seen at this particularK3 value. In another words, there exists a

jump phenomenon for this nonlinear system. The response follows
curves 1-2-3 as the rotor increases in rotating speed. Conversely,
when the speed decreases, the response follows curve 4-5-6 is
generated.

The second example is a rotor-bearing system with multiple
bearings and disks, as shown in Fig. 7. It includes six beam seg-
ments, three nonlinear bearing elements, and two disk elements.
The physical parameters of the system are chosen as

E5207 GN/m2, Kt515 KN/m1,

G58.1 Mn/m2, C56.0 MNs/m1

k50.68, L150.2 m

r57750 kg m23, L250.5 m

Md51.0e4 kg, Dia.50.1 m

Jz5200 kg m2, e50.001 m

I D5100 kg m2

The response near synchronous resonance is shown in Fig. 8, in
which the maximum amplitude on the shaft versus the rotating
speed of the shaft is plotted. Response curves corresponding to
K350, K351.0e14 N/m3 and K351.0e16 N/m3 are presented.
Similar to the first example, it is seen that as the value forK3
increases, i.e., the strength of the bearing nonlinearity increases,
the response may increase dramatically. A whirl orbit at the loca-

Fig. 6 Frequency response at K 3Ä1.0e9NÕcm3

Fig. 7 A shaft-bearing system with multiple bearings and disks

Fig. 8 Frequency response for various K 3
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tion of the nonlinear bearing, pointB, is shown in Fig. 9 forK3

5107 GN/m3 andV596 rad/s. Once again, a noncircular orbit is
observed.

Conclusions
An improved transfer matrix method is presented in this paper

for calculating the steady-state response of nonlinear rotor-bearing
systems. The systems consist of nonlinear bearings, rigid disks,
and Timoshenko shaft segments. Transfer matrices of each com-
ponent are derived and the global transfer matrix is formed. The
harmonic balance method is used to obtain the steady-state re-
sponse of the nonlinear systems possessing synchronous, subhar-

monic, and superharmonic vibrations. The main advantage of the
proposed method is that it allows a direct transfer of states from
one end of the system to the other end, which is similar to the
conventional transfer matrix method for linear systems. Thus, the
proposed improved transfer matrix method can be applied to any
nonlinear rotor-bearing system without reformulating the equa-
tions. In addition, there are only two unknown parameters in-
volved in the calculation for each harmonic number. Numerical
results show that the shape of natural whirl orbits of the shaft is
affected by the presence of the nonlinear bearings and much larger
displacements are observed near the synchronous resonant speeds.
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Dynamic Response Predictions
for a Mistuned Industrial
Turbomachinery Rotor Using
Reduced-Order Modeling
This paper explores the effects of random blade mistuning on the dynamics of an ad-
vanced industrial compressor rotor, using a component-mode-based reduced-order model
formulation for tuned and mistuned bladed disks. The technique uses modal data obtained
from finite element models to create computationally inexpensive models of mistuned
bladed disks in a systematic manner. Both free and forced responses of the rotor are
considered, and the obtained results are compared with ‘‘benchmark’’ finite element so-
lutions. A brief statistical study is presented, in which Weibull distributions are shown to
yield reliable estimates of forced response statistics. Moreover, a simple method is pre-
sented for computing natural frequencies of noninteger harmonics, using conventional
cyclic symmetry finite element analysis. This procedure enables quantification of fre-
quency veering data relevant to the assessment of mistuning sensitivity (e.g., veering
curvatures), and it may provide a tool for quantifying structural interblade coupling in
finite element rotor models of arbitrary complexity and size. The mistuned forced response
amplitudes and stresses are found to vary considerably with mistuning strength and the
degree of structural coupling between the blades. In general, this work demonstrates how
reduced order modeling and Weibull estimates of the forced response statistics combine to
facilitate thorough investigations of the mistuning sensitivity of industrial turbomachinery
rotors. @DOI: 10.1115/1.1447236#

1 Introduction
In a dynamic analysis of a turbomachinery rotor, one tradition-

ally assumes that the blades are identical. The assumption of cy-
clic symmetry enables analysts to reduce the computational time
considerably by modeling a single sector~e.g., Fig. 1~b!! rather
than modeling the entire blade assembly~e.g., Fig. 1~a!!. How-
ever, previous studies indicate that cyclic symmetry analysis are
seldom adequate for predicting actual blade response—see for in-
stance the work by Ewins@1,2# and Irretier@3#. In practice, there
are small differences in the structural properties of individual
blades, due to manufacturing and material tolerances or in-service
degradation, which are referred to as blade mistuning. These
variations destroy the cyclic symmetry of the system and may
change qualitatively its dynamic behavior. In particular, mistuning
may lead to a confinement of the vibration energy to a few blades
or even a single blade. As a result, one or more blades may expe-
rience deflections and stresses that are much larger than those
predicted by a tuned analysis. Thus, mistuning effects must be
included in the analysis in order to obtain accurate predictions of
vibration response. Furthermore, blade mistuning is a random
quantity, and therefore statistical analyses such as Monte Carlo
simulations are critical for safely predicting the response ampli-
tudes in the design process. However, a Monte Carlo simulation
for a full finite element blade assembly, such as that shown in Fig.
1~a!, is enormously costly, and not even feasible for most indus-
trial turbomachinery rotors. Therefore, low-order models and ef-
ficient response prediction methods are needed to facilitate the
dynamic analysis of mistuned bladed disks.

The primary focus of this paper is to demonstrate that mistuned
response statistics can be accurately and efficiently predicted via

reduced-order modeling. In order to be useful for industrial appli-
cations, the reduced-order model formulation should be based on
parent finite element models of arbitrary complexity and size. The
technique employed in this paper was originally developed by
Castanier et al.@4# and Kruse and Pierre@5#, and it was extended
to shrouded rotors by Bladh et al.@6#. The procedure involves a
component mode analysis of the rotor using a single blade and the
cyclic disk as components. This method represents the first effort
to generate reduced-order models~ROMs! of turbomachinery ro-
tors directly from their finite element models in a systematic fash-
ion. Since the introduction of this technique, several finite-
element-based reduced-order modeling techniques for mistuned
bladed disks have followed using modal expansions in terms of
component modes~@7–10#!, nominal ~tuned! system modes with
projection of mistuning data~@10,11#!, or a combination of both
approaches in the form of a secondary modal analysis reduction
technique~SMART! ~@8,9#!. Some of the more recent techniques
exhibit significant improvements over the chosen approach in ac-
curacy and/or computational efficiency. However, the selected
method has gained popularity through its computer program
implementation, REDUCE, which has been used by several mem-
bers of the U.S. gas turbine community. Furthermore, a wealth of
mistuned forced response simulation data—including blade
stresses—has been obtained with the REDUCE code for the in-
dustrial rotor considered in this study. It is therefore relevant to
employ this method to demonstrate the suitability of reduced or-
der models to capture mistuned bladed disk dynamics.

In this paper, the reduced-order modeling technique is em-
ployed to study the free and forced dynamic responses of an in-
dustrial turbomachinery rotor with blade mistuning. Comparisons
are made with ‘‘benchmark’’ solutions obtained for the finite ele-
ment model of the full assembly in Fig. 1~a! in order to validate
the ROM results. For selected cases of mistuning, the ROM re-
sults are projected back into full-field finite element coordinates
and post-processed in order to calculate the maximum blade
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stresses. Again, the ROM results are compared to those from a full
finite element analysis. This is the first ROM-based investigation
of the increase in blade stresses due to mistuning, a calculation
that is critical to assessing the safety of a rotor design.

In addition, the reduction of the cost of Monte Carlo simula-
tions is considered. Based on the theory of the statistics of ex-
treme values~@12#!, it is proposed that the simulation process can
be accelerated by assuming that the distribution of the maximum
blade amplitudes tend toward a Weibull distribution. A technique
from the field of reliability analysis is used to estimate the param-
eters of the Weibull distribution from relatively few Monte Carlo
realizations of mistuned rotors. Results from several 50-rotor
Monte Carlo simulations are compared with those from a 1000-
rotor simulation in order to demonstrate the effectiveness of this
approach.

Once the validity of the ROM and Weibull predictions has been
established, these tools are used to examine the effects of inter-
blade coupling on mistuned forced response amplitudes. In un-
shrouded rotors, the two predominant forms of interblade cou-
pling are aerodynamic coupling and structural coupling through
the disk. However, aerodynamic coupling will not be considered
in this study. Instead, the focus will be on the effects of structural
interblade coupling, which governs the transmission of vibration
energy between blades through the disk. O´ ttarsson and Pierre@13#
showed that interblade coupling plays a key role for mistuning
sensitivity, such that there is an intermediate range of coupling
stiffness at which the system is more susceptible to the effects of
mistuning compared to both lower and higher values. So far, this
has been shown only for relatively simple lumped parameter sys-
tems for which the structural interblade coupling is an easily ac-
cessed and controlled quantity. However, for more elaborate finite
element models, identifying an effective measure of interblade
coupling is much more complicated.

In this work, it is suggested that the curvature of the eigenfre-
quency veerings when plotted versus the number of nodal diam-
eters can be used to assess the interblade coupling strength
~@5,14#!. To this end, a simple method is presented for calculating
eigenfrequencies for interblade phase angles that are between
those corresponding to integer numbers of nodal diameters. By
treating the interblade phase angle as a continuous variable rather
than a discrete variable, the frequency veerings may be fully cap-
tured, and the curvature of the veerings may be quantified. This
type of approach was used by Kruse and Pierre@5#, but here it is
shown how the eigenfrequency calculations may be performed
using commercially available finite element software. This ex-
tended eigenvalue analysis may provide a tool for quantifying the

interblade coupling, which would aid in determining the rotor’s
sensitivity to mistuning in terms of forced response.

This paper is organized as follows. The reduced-order modeling
technique is outlined in Section 2. Section 3 describes the studied
rotor and discusses the finite element and reduced-order models
used in subsequent analyses. Selected finite element models ver-
sus ROM validation results from free and forced response of
tuned and mistuned rotors are compared in Section 4. For the
forced response, both displacements and stresses are examined.
Section 5 discusses the use of Weibull distributions as an approxi-
mation for the forced response statistics of randomly mistuned
rotors. The method for computing continuous interblade phase
angle eigenfrequencies is described in Section 6. This section also
includes a brief exploration of the effects of structural interblade
coupling on forced response amplitude increases due to mistun-
ing. Finally, conclusions are given in Section 7.

2 Reduced-Order Modeling Technique

2.1 Reduced-Order Model Basis. It is assumed that the
disk ~d! and blade~b! degrees-of-freedom are ordered in such a
manner as to give the following block-diagonal form for the as-
sembled stiffness matrix of the entire structure:

K5FKd 0

0 Kb
G5F I ^ K̃ d 0

0 I ^ K̃ b
G , (1)

whereI is an identity matrix, and the symbol̂ denotes the Kro-
necker product, which is defined in Appendix A. The structure of
the mass matrix is identical to that of the stiffness matrix. The
‘‘tilde’’ notation is used to indicate that a quantity refers to a
single blade or disk sector. Note that the decoupled disk and blade
matrix setup in Eq.~1! implies that disk-blade interface degrees-
of-freedom appear in both disk and blade matrices, and that
degrees-of-freedom on both cyclic boundaries appear in the disk
sector matrices. The necessary constraints—i.e., equality between
the redundant sets of disk-blade interface degrees-of-freedom and
harmonic phase shifts between the cyclic disk boundaries—are
applied by including all applicable degrees-of-freedom in the re-
tained mode shapes that form the reduced-order basis. Further-
more, note that the location of the disk-blade interface can be
chosen completely arbitrarily. In practice, though, this choice may
affect the accuracy of the approximate solutions.

A key idea for the reduced-order modeling technique of Cast-
anier et al.@4# is to describe the motion of the bladed disk assem-
bly using two particular sets of component modes. Figure 2 de-
picts the two fundamental component mode types for a greatly
simplified finite element model of a bladed disk sector.

The first mode set consists of the modes of a single blade that is
clamped at the chosen disk-blade interface location~Fig. 2~a!!.
For unshrouded blades, the modal matrixUb for all N identical
blades is block-diagonal and is assembled asI ^ ũb, whereũb is
the cantilever mode shapes of a single blade.

The second mode set is comprised of the modes of the disk with
massless blades attached~Fig. 2~b!!. More precisely, these are the
cyclic modes of the bladed disk when the density of every blade

Fig. 2 Employed component modes: „a… normal modes of a
cantilevered blade; „b… cyclic modes for a fundamental disk-
blade sector, where the blade is massless

Fig. 1 Finite element meshes for the industrial 29-blade com-
pressor rotor: „a… the full model; „b… the fundamental sector
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finite element is set to zero. Although these are not classical com-
ponent modes, they serve as the disk component modes. Note that
these mode shapes also include disk-induced blade motion, which
is comprised of rigid-body motion plus elastic deformation due to
the disk-blade boundary motion.

The set of these cyclic disk modes can be written as

V5@V0 V1 ¯ VP#, (2)

where the integerP is the highest possible harmonic given by
int@N/2#, and N is the total number of blades~sectors!. In this
formulation, the assembly modal vectors associated with themth
cosine ~c! and sine~s! mode pair of thehth harmonic are ex-
panded as

Vh,m5@ fh
c

^ ṽh,m
c 2fh

s
^ ṽh,m

s fh
s

^ ṽh,m
c 1fh

c
^ ṽh,m

s #, (3)

wherefh
c/s is the appropriate column of the real Fourier matrixF

defined in Appendix B, andṽh,m
c/s are the disk mode shapes asso-

ciated with themth repeated eigenvalue of thehth harmonic for a
fundamental sector. Note that there is only one mode per eigen-
value for the 0th and, forN even, thePth harmonic. Consequently,
there is only one vector per mode in these two special cases. The
disk mode shapes~recall Fig. 2~b!! are partitioned into the disk-
induced blade motion,Ud, and the disk motion,Vd.

By superposing the two sets of component modes and using the
node ordering of Eq.~1!, the resulting nodal displacements of the
entire assembly can be expanded as

H xd

xb
J 5FVd

UdGa1F 0
UbGb, (4)

wherea andb are modal coordinates for the disk modes and the
cantilever blade modes, respectively.

The external excitation force vectorQ defines the forcing on all
the blade degrees-of-freedom of the assembly. The restriction to
blade degrees-of-freedom is not an absolute requirement, but
leads to a more compact formulation, and it should also be suffi-
cient from a practical perspective. An engine-order excitation is
assumed, which is harmonic in time and differs only in phase
from blade to blade. The phase at thenth blade,fn , is given by

fn5
2pC~n21!

N
, n51, . . . ,N, (5)

whereC is the engine order of the excitation. The external force
vector can then be expressed as

Q5H f̃ej f1

f̃ej f2

]

f̃ej fN

J 5ANeC11^ f̃, (6)

whereeC11 is the (C11)th column of the complex Fourier matrix
E defined in Appendix B, andf̃ is the force vector on a single
blade. The external virtual work done by the time-harmonic en-
gine order excitation force,Q, may be formulated in component
modal quantities as

dWext5dxb
TQ5daTUdT

Q1dbTUbT
Q. (7)

Applying Hamilton’s principle yields the governing equations
of motion for the reduced-order model, in the absence of aerody-
namic coupling. They are conveniently written in matrix form as

Mz̈1Cż1~11g j !Kz5Q, (8)

where

M5F I1 B̃diag
h50, . . . ,P

@ ũh
dT

M̃bũh
d# UdT

~ I ^ M̃bũ
b!

~ I ^ ũbT
M̃b!Ud I

G

C5F 0 0

0 S I ^ diag
k51, . . . ,mb

@2zk# DAK̂ bG
K5F K̂ d UdT

~ I ^ K̃ bũ
b!

~ I ^ ũbT
K̃ b!Ud B diag

n51, . . . ,NF diag
k51, . . . ,mb

@11dn
k# GK̂ bG

Q5$Qd
T
]Qb

T%T5$0¯0Qd
CT

0¯0]Qb
T%T

Qd
C55

AN$fC,c
T eC11^ ũC,1

d,cT
f̃2fC,s

T eC11^ ũC,1
d,sT

f̃%

AN$fC,s
T eC11^ ũC,1

d,cT
f̃1fC,c

T eC11^ ũC,1
d,sT

f̃%
]

AN$fC,c
T eC11^ ũC,md

d,cT
f̃2fC,s

T eC11^ ũC,md

d,sT
f̃%

AN$fC,s
T eC11^ ũ,md

d,cT
f̃1fC,c

T eC11^ ũC,md

d,sTf̃ %
6

Qb5ANeC11^ ũbT
f̃; z5 H a

bJ .

B̃diag @"# denotes a pseudo-block-diagonal matrix, with the argu-
ment being thehth ‘‘block,’’ and the range ofh is shown. Note
that the disk portion of the modal force vector is zero everywhere,
except for theCth harmonic mode shapes, due to orthogonality
between harmonics of differing orders. Moreover, structural
damping with coefficientg, as well as viscous modal damping of
the individual cantilever blade modes,zk, have been added to the
reduced-order model to facilitate more realistic modeling of the
structure’s dynamic response.

The reduced-order model represented by Eq.~8! also includes
blade stiffness mistuning. The modal stiffness of each cantilever
blade mode for each blade is isolated in the diagonal matrixK̂ b .
Therefore, the formulation lends itself to a straightforward input
of blade mistuning via the random mistuning parametersdn

k :

~vn
k!25~11dn

k!~vk!2 (9)

where vn
k represents the mistuned natural frequency of thekth

mode of bladen, andvk is the corresponding nominal, or tuned,
natural frequency. Note that this implementation of mistuning in-
corporates two approximations:

• The mistuned characteristics of a blade are restricted to its
stiffness~lower-right quadrant ofK!. While stiffness mistuning is
sufficient for the purposes of this study, it may be more accurate to
model mistuning in other structural parameters as well; for in-
stance, by using the mixed least squares–maximum likelihood
method of Mignolet and Lin@15#.

• The effects of stiffness mistuning on the other three quadrants
of K are neglected. To a large extent, this is justified by assuming
that the disk-induced blade motion is mostly rigid-body motion.

As a concluding remark, the reduced-order model for un-
shrouded bladed disks requires the following input from finite
element analyses:
K̂ b ,ũb: The modal stiffnesses and corresponding mode shapes of
a single blade, clamped at the chosen disk-blade interface.
K̂ d ,ũd: The modal stiffnesses and corresponding cyclic mode
shapes from a cyclic symmetry eigenanalysis for a bladed disk
sector, where the density of the blade’s elements are set to zero.
M̃b ,K̃ b : The finite element mass and stiffness matrices for an
unconstrained blade.

2.2 Cantilever Blade Eigenvalue Adjustments. It should
be noted that the disk motion is described only by the disk portion
from the second mode set~Fig. 2~b!!, and no separate set of con-
straint modes is employed to yield a complete description of the
disk-blade interface motion. This causes the representation of the
disk-blade interface to be too stiff, which degrades the perfor-
mance~modal convergence! of the method. However, it has been
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found that an artificial softening of the cantilevered blade modes
yields significant accuracy improvements for both free and forced
response~@4,6#!.

The artificial softening of the cantilevered blade is achieved by
adjusting the eigenvalues~modal stiffnesses! of the cantilevered
blade modes in an iterative fashion. The cantilevered blade eigen-
values are scaled linearly based on the ratio of the tuned ROM and
exact~in the finite element sense! system eigenvalues for blade-
dominated modes. For thei th eigenvalue adjustment iteration, the
scaled cantilevered blade eigenvalues are computed as

~vb
k!2u i5

~v f e
P,k!2

~v r
P,k!2u i 21

~vb
k!2u i 21 , k51, . . . ,mb . (10)

v f e
P,k is the exact eigenvalue of the tuned assembly mode charac-

terized by thekth cantilevered blade mode family at the highest
possible harmonic~P!, v r

P,k is the corresponding eigenvalue from
the tuned ROM, andmb is the number of retained cantilever blade
modes. Although heuristic, this technique has been found to be
very efficient. In one case study, it was seen that residual errors
among the blade-dominated mode eigenvalues were reduced to
less than 0.001 percent after as few as two iterations~@6#!.

Finally, note that the problems associated with incomplete disk-
blade interface descriptions are alleviated in Yang and Griffin’s
second technique~@11#!, as well as in the ‘‘true’’ component mode
synthesis method and the secondary modal analysis reduction
technique~SMART! developed by Bladh et al.@8,9#. Yang and
Griffin’s second technique employs the true modes of the tuned
assembly and thus captures exactly—with respect to the finite
element model—the dynamic characteristics of the tuned system,
such as the frequency veerings. With the same objective, the
methods of Bladh et al. use a complete set of constraint modes to
yield an exact disk-blade interface description, such that the trun-
cation of component normal modes is the only source of~small!
errors in the tuned free response.

3 Rotor Description and Computational Models
The industrial rotor illustrated in Fig. 1 is the second stage of a

four-drum compressor rotor used in an advanced gas turbine ap-
plication. There are 29 blades in the rotor. The design is referred
to as a blisk, since the blades and disk are machined from a single,
continuous piece of material. The material properties are listed in
Table 1.

The tuned finite element model is represented by the single
sector model in Fig. 1~b!, using MSC/NASTRAN™ cyclic sym-
metry routines. The sector model is clamped at the ribs located at
the outer edges of the disk, which is a rough approximation of
boundary conditions due to neighboring stages. The sector finite
element model is constructed with standard linear brick elements
~eight-noded solids!. The disk portion of the model contains 528
elements, and the blade portion has 375 elements. There are 4374
degrees-of-freedom per sector in the finite element model. In con-
trast, the ROM used for technique validation consists of five disk
modes and ten cantilever blade modes, for a total of 15 degrees-
of-freedom per sector.

The mistuned finite element model consists of the entire blade
assembly, as shown in Fig. 1~a!. The same element type and mesh
pattern is used in the single-sector cyclic symmetry model and the
full mistuned model. There are thus 126,846 degrees-of-freedom
in the mistuned finite element model, as compared to 435 degrees-

of-freedom in the mistuned ROM. Mistuning is introduced into
the assembly by allowing each blade to have a different Young’s
modulus:

En5Eo~11dn!, n51, . . . ,N, (11)

where Eo is Young’s modulus for a tuned blade, anddn is a
dimensionless mistuning parameter associated with thenth blade.
A specific mistuning distribution, or pattern, for the industrial ro-
tor that was used to obtain the finite element model versus ROM
validation results is listed in Table 2. These mistuning parameters
are based on experimental natural frequency measurements on a
prototype rotor.

4 Reduced-Order Model Validation

4.1 Free Response. It is convenient to describe the mode
shapes of a tuned rotor in terms of nodal diameters~nodal lines
across the diameter of the disk! and nodal circles~nodal lines in
the circumferential direction!. The number of nodal diameters for
a mode shape corresponds to a certain phase shift between adja-
cent blades, called the interblade phase angle, which is given by

fh5
2ph

N
, h50, . . . ,P, (12)

whereh is the number of nodal diameters, andN is the number of
blades in the assembly. These modes are accordingly referred to as
constant interblade phase angle modes.

The characteristics of the free vibration modes are conveniently
summarized by a plot of natural frequencies versus the number of
nodal diameters, as shown in Fig. 3. This plot reveals two inter-
esting features of the tuned rotor’s modal structure. First, as the
number of nodal diameters increases, the disk stiffens rapidly, and
the slanted lines in Fig. 3 thus correspond to disk-dominated
modes. In the absence of blade-to-blade shrouds, the blade-
dominated modes do not stiffen significantly as the number of
nodal diameters increases. Hence, lines that are approximately
horizontal represent families of blade-dominated modes. For in-
stance, the family of modes around 2150 Hz features motion that
is dominated by the first flexural mode~1F! of a cantilevered
blade, while motion in the second family of modes around 7400
Hz is dominated by the first torsional mode~1T!. Neither of these
families of modes exhibit nodal circles. Motion in the third family
of modes~9100 Hz! is dominated by the second flexural blade
mode~2F!, which features one nodal circle, and so on. The physi-
cal descriptions of the blade-dominated mode families are listed
on the right-hand side of Fig. 3, where S~for ‘‘Stripe’’ ! denotes
plate-type modes characterized by flexural motion along the chord
of the blade.

A second notable feature in Fig. 3 is the numerous eigenfre-
quency veerings—regions in which blade and disk-dominated

Table 1 Industrial blisk material properties

Material Property Notation Value Unit

Young’s modulus Eo 203.4 GPa
Mass density r 7909 kg/m3

Poission’s ratio n 0.305 -
Structural damping g 0.006 -

Table 2 Mistuning pattern for the case study rotor, based on
natural frequency measurements on a prototype rotor

Blade Mistuning dn Blade Mistuning dn

1 0.05704 16 0.04934
2 0.01207 17 0.04479
3 0.04670 18 0.03030
4 20.01502 19 0.00242
5 0.05969 20 0.01734
6 20.03324 21 0.02919
7 20.00078 22 20.00328
8 20.01688 23 0.00086
9 0.00242 24 20.03654
10 20.02747 25 20.03631
11 20.03631 26 20.01665
12 20.03570 27 0.00783
13 20.03631 28 20.01169
14 20.03631 29 20.01332
15 0.00242
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mode families appear to veer away from each other. Physically,
eigenfrequency veerings indicate the degree of coupling between
families of disk and blade modes. The strength of a veering may
be measured by the distance between the natural frequencies and
the local curvature in the veering region~@14#!. The impact of the
eigenfrequency veerings on the forced response of mistuned rotors
will be highlighted in later sections.

The average error for the standard~unadjusted! ROM among
the natural frequencies in the frequency range shown in Fig. 3 is
2.2 percent, where the maximum error of 6.9 percent is found at
the fifth zero-nodal diameter mode. The corresponding errors after
cantilever blade eigenvalue adjustments are 0.3 percent and 2.6
percent, respectively. Note that all ROM results from here on refer
to the adjusted ROM. The demonstrated accuracy of the adjusted
ROM in terms of tuned natural frequencies also extends to mode
shapes. This is evidenced in Figs. 4 and 5, which depict example

four and one nodal diameter mode shapes, respectively, obtained
from finite element and reduced order models. The four nodal
diameter mode is characterized by 1F motion, while the one nodal
diameter mode is dominated by 2F motion. The mode shapes are
represented by a scalar denoted ‘‘relative blade Euclidean dis-
placement norm.’’ The norm,ūn

r , for each bladen, is defined as

ūn
r 5

A(
j 51

Nb

uj ,n
2

A(
n51

N F(
j 51

Nb

uj ,n
2 G

, n51, . . . ,N, (13)

whereuj ,n is the displacement of thej th degree-of-freedom of the
nth blade,Nb is the number of degrees-of-freedom in one blade,

Fig. 4 Comparison of tuned finite element and ROM four nodal
diameter mode shapes „dominated by 1F motion …

Fig. 5 Comparison of tuned finite element and ROM one nodal
diameter mode shapes „dominated by 2F motion …. This mode is
located in the investigated veering.

Fig. 3 Natural frequencies versus number of nodal diameters for the tuned
rotor by finite element and reduced-order modeling
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and N is the number of blades in the assembly. For these tuned
mode shapes, the signs of the blade deflections were identified to
enable a more familiar sinusoidal representation, since the motion
extends uniformly throughout the blade assembly. Note that the
one nodal diameter mode is located in the center of the investi-
gated eigenfrequency veering~see Fig. 3!.

The nodal diameter description implies that the mode shapes of
the rotor are spatially periodic, which is true for tuned rotors.
However, small blade mistuning may alter mode shapes and cause
confinement of vibration energy to only a few blades—the so-
called localization phenomenon. It has been shown that the first-
order mode shape perturbation due to mistuning is inversely pro-
portional to the difference in the tuned system’s natural
frequencies, which indicates that mode localization is most acute
in frequency regions of high modal density~@14#!. From Fig. 3, it
can be deduced that all families of blade-dominated modes in the
depicted range exhibit high modal density and are therefore sus-
ceptible to mode localization upon the introduction of mistuning.

As expected, the selected mode shapes from the mistuned rotor
model depicted in Figs. 6 and 7 demonstrate significant mode
localization in both finite element and ROM representations. The
ROM mode shapes correlate well with those of the much larger
finite element model, even though the degrading effects of mode
truncation and incomplete disk-blade interface description are
clearly visible. In particular, the ROM captures adequately the
location of peak deflection, as well as the rate of spatial decay in
blade participation.

4.2 Forced Response. The external excitation force vector
used for the forced response analysis consists of point loads lo-
cated at the tip and midchord of each blade. These loads are ap-
plied in a direction normal to the surface of the blade. Of course,
this is a simplified version of an actual loading case, in which the
blades would be subject to distributed pressure loads. More real-
istic pressure loads can be applied to the ROM by specifying the
equivalent nodal loading on all blade degrees-of-freedom. Struc-
tural damping,g, which had been experimentally determined to be
0.006, is used in both the finite element and ROM forced response
calculations. A scalar representation of blade deflection amplitude
similar to Eq.~13! is utilized to represent the forced response of
the assembly:

ūn5A(
j 51

Nb

uj ,n
2 , n51, . . . ,N. (14)

In the tuned system response, all blades have identical peak dis-
placement norms. However, this is not true for a mistuned rotor,
where the various blades may have vastly different response am-
plitudes. In the mistuned case, the maximum blade displacement
norm throughout the assembly is selected at each driving fre-
quency, defining the maximum response amplitude.

Figure 8 depicts the frequency response of the tuned assembly
using both finite element and reduced-order models in the fre-
quency region encompassing the 1F family of blade-dominated
modes. An engine-order four excitation is applied (C54). Figure
8 shows that the resonant response amplitude of the tuned system
using the ROM formulation is less than two percent higher than
the corresponding finite element result.

Figure 9 depicts a comparison of mistuned finite element and
ROM maximum blade responses. The highly complex response
pattern is very well captured by the ROM. Only small discrepan-
cies in resonant frequencies and response amplitudes are ob-
served. The response sampling for the mistuned finite element
model is relatively coarse, due to the tremendous computational

Fig. 6 Comparison of mistuned finite element and ROM mode
shapes in the frequency region encompassing the 1F blade-
dominated modes. The mode shape is spatially localized about
blade number six.

Fig. 7 Comparison of mistuned finite element and ROM mode
shapes in the frequency region encompassing the investigated
veering. Motion is dominated by the 2F blade mode and is lo-
calized about blade number six.

Fig. 8 Comparison of tuned finite element and ROM forced
responses, for blade tip excitation with CÄ4
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expense associated with solving a full blade assembly. Each
sampled response~one data point! for the mistuned finite element
model requires approximately 27 cpu minutes on a 360 MHz
UNIX workstation. In contrast, each ROM response sample re-
quires less than 2.7 cpu seconds on the same workstation.

Regarding Fig. 9, note that the maximum mistuned response
amplitude is only 17 percent higher than the tuned resonant am-
plitude. Recall, from the work by Wei and Pierre@16# and Óttar-
sson and Pierre@13#, that significant amplitude increases occur
when there is moderately weak interblade coupling. From Fig. 3 it
is seen that this particular frequency region exhibits no eigenfre-
quency veerings. This implies minimal disk-blade modal interac-
tion and very weak interblade coupling. Hence, the mode shapes
are dominated by cantilever blade motion, where the individual
blades are isolated from each other by the disk and cannot effec-
tively communicate energy to one another. The mistuned system
thus responds very much like a collection of uncoupled blades,
yielding a relatively modest response amplitude increase due to
mistuning.

An excitation close to an eigenfrequency veering is considered
next, since it is crucial that interblade coupling effects be well
captured by the ROM. Figure 10 illustrates the tuned finite ele-
ment and ROM responses to an engine order one excitation. The
resonance in Fig. 10 corresponds to the 2F mode of a cantilever
blade. It is located in the heart of the investigated eigenfrequency
veering, between the third family of blade-dominated modes and
the first family of disk-dominated modes, as can be seen in Fig. 3.
As with the 1F mode family, the correlation between tuned finite
element and ROM responses in Fig. 10 is excellent.

Figure 11 depicts a comparison of mistuned finite element and
ROM maximum blade response amplitudes for engine order one
excitation. It is again seen that the ROM yields a good represen-
tation of the mistuned response pattern. However, the ROM re-
sponse amplitudes do not compare as well as in the previous case.
The accuracy of the mistuned response of blade-dominated mode
families is critically dependent on the accurate capture of any
existing frequency veerings. Hence, even the very small residual
errors that remain after eigenvalue adjustments among the modes
comprising the investigated veering give rise to clearly visible
discrepancies in the mistuned response, as shown in Fig. 11. How-
ever, the maximum mistuned response amplitude, which is the
most critical quantity, is still captured by the ROM to within six
percent of the full finite element solution, with only a small frac-
tion of the computational effort. Note that the maximum mistuned

response exceeds the tuned response by 57 percent. As mentioned
previously, this is due to the increased disk-blade modal interac-
tion found in veering regions, enabling vibration energy to be
transferred from lower to higher-responding blades.

Once the full displacement field has been solved with the effi-
cient ROM, displacements can be imported back into the finite
element model for post-processing of stresses and strains. For the
engine-order one excitation, the maximum principal stresses in the
blade at tuned resonance are 507 and 527 MPa~14 percent! as
obtained with the finite element model and the ROM, respectively.
The corresponding maximum principal stresses in the mistuned
case are 777 and 751 MPa~23 percent!. Hence, the maximum
principal stresses obtained with the ROM are in this case within
65 percent of the principal stresses determined with the finite
element model. Furthermore, note that the maximum principal
stress for the mistuned finite element model is as much 53 percent
higher than that for the tuned model. This 53 percent increase in
principal stress corresponds to the 57 percent increase in resonant
response amplitude observed in Fig. 11.

Fig. 9 Comparison of mistuned finite element and ROM maxi-
mum blade forced responses, for blade tip excitation with
CÄ4

Fig. 10 Comparison of tuned finite element and ROM forced
responses, for blade tip excitation with CÄ1

Fig. 11 Comparison of mistuned finite element and ROM maxi-
mum blade forced responses, for blade tip excitation with
CÄ1
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5 Forced Response Statistics

5.1 Monte Carlo Simulations. As the above free and
forced response results illustrate, reduced-order models of bladed
disks can correlate well with much larger finite element models. In
addition, reduced-order modeling enables engineers to estimate
the statistical characteristics of blade forced response amplitudes
for randomly mistuned rotors. The harmful effects of random mis-
tuning must be compensated for by increasing the overall fatigue
strength of the blades in order to meet some statistically deter-
mined stress level. Alternatively, if feasible, the designer could
choose an intentional mistuning pattern in an attempt to minimize
the increase in mistuned vibratory stresses. Recent work by Cast-
anier and Pierre@17,18# indicates that this is a promising ap-
proach. Note that in both instances, reduced-order modeling can
aid the designer in capturing mistuning effects.

Figure 12 shows results from an ROM-based Monte Carlo
simulation for engine-order one excitation over the frequency
range 8750–10,750 Hz, which encompasses the 2F family of
blade modes. The simulation consists of frequency sweeps for
1000 different mistuning patterns, obtained from a uniform distri-
bution with zero mean and three percent standard deviation. In
Fig. 12, the 95th percentile of the maximum blade response
amplitude—the amplitude such that 95 percent of all mistuned
rotors are expected to exhibit lower maximum blade
amplitudes—is seen to correspond to a 54 percent increase over
the tuned system’s resonant response amplitude. The correspond-
ing maximum principal stress for one 95th percentile mistuning
pattern is 830 MPa. Recall that the tuned maximum principal
stress is 527 MPa. The stress level for the 95th percentile of the
maximum blade response amplitude is thus as much as 58 percent
higher than the tuned stress level. Hence, if the current rotor de-
sign is based on tuned stress magnitudes, fatigue properties of the
blades should be increased significantly to compensate for the
effect of random mistuning.

5.2 Accelerated Monte Carlo Simulations. A simulation
using 1000 mistuning patterns is computationally expensive, even
with the ROM. In addition, if compliance of 95 percent of the
rotors is not acceptable, and, for instance, 99.9th percentile com-
pliance is required, 1000 realizations will not suffice. Determining

the 99.9th percentile forced response amplitudes with Monte
Carlo simulations requires analyses of an estimated 50,000 mis-
tuned rotors, which is a formidable task.

Therefore, it is proposed that the number of Monte Carlo real-
izations may be reduced by estimating the distribution of the
forced response amplitudes from a relatively small set of simu-
lated rotors. From the theory of the statistics of extremes~@12#!,
the distribution of the maximum blade amplitudes for a population
of mistuned rotors will tend to one of three extreme value distri-
butions. Furthermore, since the vibration response is bounded, the
distribution of the largest-responding blade amplitudes will as-
ymptotically approach the third extreme value distribution, which
is the Weibull distribution. The cumulative distribution function
~cdf! for the three-parameter Weibull distribution for largest val-
ues is~@12,19#!

F~x!5e2~~l2x!/d!b
, (15)

and the associated probability density function~pdf! is

f ~x!5
b

d S l2x

d D b21

e2~~l2x!/d!b
, (16)

whered, b, andl are the scale, shape, and location parameters,
respectively, andx is the random variable under investigation—in
this case, the peak amplitude of the largest-responding blade on a
mistuned rotor.

In order to estimate the three parameters of the Weibull distri-
bution, one may begin by applying the operator ln (2 ln(")) to
each side of Eq.~15! and rearranging to retrieve the form

ln~l2x!5
1

b
ln~2 ln~F !!1 ln~d!. (17)

The results from a small set of Monte Carlo simulations may be
used for thex values, and the cdf values~percentiles! are found by
sorting this data set.

Next, an estimated value is assigned to the location parameter,
l, which represents the upper limit ofx. For the case of mistuned
forced response amplitudes, an approximation derived by White-
head@20,21# is employed

l'
1

2
~11AN!. (18)

Fig. 13 Comparison of Weibull and Monte Carlo determined
responses for 5th, 50th, and 95th percentiles of maximum
blade response amplitude magnification. The approximate per-
centiles from the Weibull distributions conform well with the
Monte Carlo percentiles.

Fig. 12 Histogram of the maximum blade response ampli-
tudes for engine order one excitation. Obtained by Monte Carlo
simulation of 1000 different mistuned systems with uniform
distributions of zero mean and three percent standard devia-
tion.
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In Eq. ~18!, l is normalized by the peak blade amplitude for the
tuned system. The ratio of the peak mistuned amplitude to the
peak tuned amplitude is referred to as the amplitude magnification
factor.

Using the above approximation forl, there are two unknowns
in Eq. ~17!, d and b. Now it can be seen that the form of this
equation is that of a line with unknown slope and intercept. There-
fore, d andb may be estimated from a least-squares linear regres-
sion ~@19#!.

To determine the correlation between Weibull estimates of re-
sponse statistics and ‘‘true’’ response statistics, the results from
the 1000-rotor Monte Carlo simulation were compared to numer-
ous Weibull approximations that utilize only 50 mistuned rotors.
This comparison is presented in Fig. 13 for the 5th, 50th, and 95th
percentiles of the maximum blade response amplitude. Note how
closely the approximated Weibull distributions match the ‘‘true’’

distribution. In addition, the quality of the Weibull estimates of the
probability density function based on several subsets containing
50 mistuning patterns each is displayed in Fig. 14. Clearly, the
probability density is well captured using a significantly smaller
number of patterns than the full set of 1000 patterns.

Using Weibull distributions to calculate approximate maximum
forced response statistics in the described manner, the effect of
mistuning strength was investigated for the 5th, 50th, and 95th
percentile responses in the frequency veering considered here~see
Fig. 3!. As shown in Fig. 15, there is a local maximum in the
maximum blade response amplitudes for mistuning distributions
with approximately one percent standard deviation. The maximum
principal stress for one mistuning pattern corresponding to the
95th percentile response amplitude at 0.8 percent mistuning stan-
dard deviation iss15978 MPa. This principal stress represents an
86 percent increase over the tuned principal stress reported earlier.

6 Effects of Structural Interblade Coupling
As mentioned earlier, two important factors that determine re-

sponse increases for a given level of mistuning are mode localiza-
tion and interblade coupling. Using a single-degree-of-freedom
per-sector bladed disk model, Wei and Pierre@16# and Óttarsson
and Pierre@13# determined that moderately weak interblade cou-
pling is required for significant increases in forced response am-
plitudes. If there is no interblade coupling, then each blade acts as
an individual mistuned oscillator, and the mistuned response does
not deviate significantly from the tuned response. As coupling
increases, an avenue is created for the blades to communicate
vibration energy, which raises the possibility of confining energy
to a few blades. The mistuned response may then deviate signifi-
cantly from the tuned response, until further increases in coupling
prohibit the confinement of energy, yielding tuned-like response
for large coupling values.

In a structural model of an unshrouded bladed disk, the only
means of communication from one blade to the next is through the
disk. Therefore, it is reasonable to assume that the interblade cou-
pling is indicated by the amount of interaction between disk and
blade-dominated modes. Such modal interaction appears as veer-
ing regions in a natural frequency versus nodal diameter plot,
where the lines that connect natural frequencies veer away from
each other. This relationship between the veerings and the inter-
blade coupling was investigated for a simple model by Kruse and
Pierre@5#. From curve veering theory~@14#!, it is known that the
strength of the disk-blade interaction, and thus the interblade cou-
pling, is a function of the veering curvature. If the interaction
between disk-dominated and blade-dominated motion is negli-
gible, then the disk-dominated and the blade-dominated frequency
curves will appear to ‘‘pass through’’ each other, or cross. Thus,
the veering is extremely sharp, with high curvature. In contrast, a
lower-curvature veering indicates a higher level of modal interac-
tion, and thus, stronger interblade coupling. This does not imply
that the maximum sensitivity to mistuning is always found in the
veering region, since the interblade coupling here might fall above
the critical range. In this case, a critical amount of interblade
coupling may exist at a harmonic that is not adjacent to the veer-
ing, since the effective interblade coupling decays with increasing
‘‘distance’’ from the veering region.

For the tuned system, cyclic symmetry arguments lead to a
defined number of natural modes at discrete interblade phase
angles, representing integer harmonics. That is, the modes shapes
associated with natural frequencies form standing waves that un-
dergo, over the assembly, integer multiples of 2p phase shift.
However, from these discrete points representing the true modes
of the system, it is difficult to obtain reliable estimates for the
veering curvatures and mode distances, since the center point of
the veerings may be missed.

To enhance the veering representation, one may compute modes
based on arbitrary, intermediate interblade phase angles~noninte-
ger harmonics!, which allows better approximations of curvatures

Fig. 14 Comparison of Weibull estimates of the probability
density function for several sets of 50 mistuning patterns each
and the full set of 1000 mistuning patterns. The Weibull ap-
proximations based on the smaller sets conform well with the
probability density function obtained with the full set.

Fig. 15 Variation in blade amplitude magnification factor with
standard deviation of mistuning. Mistuned maximum principal
stresses are as much as 86 percent higher than the tuned maxi-
mum principal stress.
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and mode distances in the veering regions. Note that this leads to
displacement discontinuity at the interface between theNth and
the first cyclic sector, and therefore, these modes cannot occur in
reality. Instead, they correspond to standing waves of a structure
comprised of a multiple ofN sectors. Hence, the integer harmon-
ics of theN-bladed system may be considered to be a subset of the
rich dynamic characteristics pertaining to any system with the
given disk-blade modal interaction properties. Indeed, when
aliased down to the actualN-bladed system, the noninteger har-
monic eigenfrequencies can also be viewed as being associated
with circumferentially propagating waves~@22#!. Note that in this

interpretation, the aforementioned displacement discontinuity over
the Nth-to-first sector interface is manifested by the time-lag of
one wave-revolution.

Following the indices defined in Fig. 16, the eigenvalue prob-
lem for a cyclic structure may be formulated in real-valued matrix
form as

F F K̃ 0
h K̃ 1

h

K̃ 1
hT

K̃ 0
hG2v2F M̃0

h M̃1
h

M̃1
hT

M̃0
hG G H ũh

c

ũh
sJ 50, (19)

where

K̃ 0
h5FKaa1~Kab1Kab

T !cosfh1Kbb KaS1KSb
T cosfh

KaS
T 1KSb cosfh KSS

G
K̃ 1

h5F ~Kab2Kab
T !sinfH 2KSb

T sinfh

KSb sinfh 0
G ,

and the mass matrix is partitioned in exactly the same fashion.
The trigonometric argument,fh , is the interblade phase angle
defined in Eq.~12!, from which one observes that the interblade
phase angle is a function of the ratioh/N. Thus, a continuous
interblade phase angle mode description may be obtained either
by letting h be a ‘‘continuous’’ variable~i.e., using small, nonin-
teger steps!, or, equivalently, by specifying integer values ofh and
N that yield the same ratio. The latter option offers a possibility to
use commercial finite element software featuring cyclic symmetry
to compute these intermediate interblade phase angle modes, as
long as the finite element code does not check for geometric con-
sistency. The continuous solid lines in Fig. 17 were obtained using
MSC/NASTRAN™ for an assembly of 580 blades~compared to
the actual number, 29! to get 20 data points per integer harmonic.
Moreover, Fig. 18 provides a detail view of the highly complex
region of modal interaction at lower harmonics~i.e., the lower left
portion of Fig. 17!. From Fig. 18 it is particularly clear that much
of the complex interaction between blade and disk-dominated
modes will be missed by viewing integer harmonics alone.

Using a continuous interblade phase angle representation with
sufficiently small step size, one may invoke, for instance, a finite

Fig. 16 Definition of index notation

Fig. 17 Natural frequencies versus number of nodal diameters as a con-
tinuous variable
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difference scheme to compute the curvature of the eigenfrequency
‘‘function,’’ Fk(fh), in the neighborhood of the veerings as

k~fh!5

d2Fk~fh!

dfh
2

F11S dFk~fh!

dfh
D 2G3/2, (20)

for each mode setk ~ordered by ascending frequencies as shown
in Fig. 18!. As an example, consider the veering region at the 2nd
harmonic for the 4th and 5th mode sets seen in Fig. 18. Using a
fourth-order finite difference scheme, approximations of the first
and second derivatives with respect to the interblade phase angle
were obtained to compute the veering curvatures depicted in Fig.
19. This plot quantifies the relatively sharp veering between mode
sets 4 and 5 occurring close to the 2nd harmonic, where the two
mode sets veer away from each other with curvatures of compa-

rable magnitudes but of opposite signs. Also visible are the ob-
tained curvatures of the veering between mode sets 3 and 4~near
harmonic 1!, and of the veering between mode sets 5 and 6~be-
tween harmonics 2 and 3!.

Comprehensive statistical analyses similar to the one presented
in Fig. 15 were carried out for several veerings among the low-
order mode families. The analyses use Weibull fits based on 50
random mistuning patterns, and the selected results are shown in
Fig. 20. Figure 20 shows the locations and maximum curvatures
~k! of the analyzed veerings. Note that the maximum veering
curvatures are averaged between the lower and upper mode sets.
In addition, Fig. 20 shows the engine order of the excitation~C!,
the maximum 99.9th percentile response amplitude magnification
factor relative to the tuned response~A!, and the standard devia-
tion of the mistuning distribution yielding maximum amplification
~s! at selected locations.

Several interesting observations can be made in Fig. 20. As
shown, the response increases due to mistuning can be very
large—close to 200 percent above tuned levels in some cases.
Based on the large magnification factors found for excitations near
the veerings, it may be deduced that the veering curvatures are
such that the corresponding interblade coupling values are near
critical levels relatively close to the analyzed veerings. The de-
picted results also indicate that the amplitude magnification de-
cays significantly with the distance from the veering. This impor-
tant observation is consistent with the decay of interblade
coupling with increasing distance from the veering. Moreover,
comparing the 2F and 2T veerings, it is observed that these two
veerings have comparable curvatures. However, both maximum
amplifications and the mistuning strength for which maximum
occurs are vastly different. In fact, based on the displayed results,
the blade-dominated mode families with torsion~T! content ap-
pear to be significantly more sensitive to mistuning than purely
flexural mode families~F and S!. This may be explained by sig-
nificant differences in disk-blade interface motion and how far this
motion extends in the disk. Another interesting observation is that
the maximum amplifications are found at a much higher level of
mistuning strength for both families exhibiting torsion content.
Hence, these results indicate that the blade mode type may also be
a factor influencing the sensitivity to mistuning.

One focus of future work is to be able to relate mistuning sen-

Fig. 18 Close-up view of intense frequency veering region in Fig. 17

Fig. 19 Finite difference approximation of curvature for mode
sets 4 and 5
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sitivity to veering curvature, distance between eigenfrequencies,
and distance of eigenfrequencies from the veering. If such a rela-
tionship can be thoroughly understood, this extended eigenvalue
analysis may provide an inexpensive design tool for early assess-
ments of mistuning sensitivity.

7 Conclusions
This paper demonstrated the feasibility of using a reduced-order

modeling technique for comprehensive dynamic analyses of real-
istic mistuned bladed disks. A reduced-order model~ROM! was
employed to investigate mistuned free and forced response char-
acteristics for an industrial turbomachinery rotor. In all investiga-
tions, very good correlation was observed between finite element
and ROM responses.

A brief statistical study demonstrated the potential of approxi-
mating the mistuned response amplitude spectra utilizing Weibull
distributions. The computationally inexpensive ROM was used in
combination with estimated Weibull distributions to determine
statistically the variation in response amplitudes due to random
blade mistuning. This combined approach was shown to acceler-
ate significantly the Monte Carlo simulations of the mistuned
forced response statistics, while retaining sufficient accuracy.

This investigation verified the existence of the localization phe-
nomenon in industrial turbomachinery rotors, which can cause
significant amplitude increases in the forced response of the rotor.
In particular, it was shown that mistuned responses can exceed
tuned response levels by nearly 200 percent, if appropriate levels
of mistuning and interblade coupling are present. In addition, by
projecting the ROM results back into full-field finite element dis-
placement coordinates, estimates of the peak stresses were ob-
tained. This ROM-based analysis procedure makes it possible to
predict the increase in maximum blade stresses due to mistuning,
which is crucial for assessing the safety of a rotor design.

The relationship between blade mistuning for a particular rotor
and the associated mistuned forced response is not simple. Prior
research efforts have shown that there exists a critical, intermedi-
ate level of interblade coupling that leads to maximum mistuned
forced response amplitudes. In this study, the analysis of the cur-
vature of eigenfrequency veerings was considered as a means of
determining the interblade coupling strength for a bladed disk. A
simple method was presented for calculating eigenfrequencies for

interblade phase angles corresponding to noninteger harmonics.
This calculation may be performed using commercial finite ele-
ment software. Since this analysis allows one to quantify the veer-
ing curvature, it might also allow one to quantify the interblade
coupling strength. Using this technique, a brief forced response
statistical study indicated that there are four principal factors gov-
erning mistuned forced response:~a! modal density,~b! interblade
coupling,~c! mistuning strength, and~d! characteristic blade mo-
tion. Relating these factors to mistuned forced response amplifi-
cations in a quantitative manner will be the subject of future work.
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Appendix A

The Kronecker Product. The Kronecker product of two ma-
trices is defined as

A^ B5F a11B a12B . . . a1NB

a21B a22B . . . a2NB

] ] � ]

aN1B aN2B . . . aNNB

G . (A1)

Selected useful properties of the Kronecker product:

~A^ B!~C^ D!5~AC! ^ ~BD! (A2)

~A^ B!215A21
^ B21 (A3)

~A^ B!T5AT
^ BT. (A4)

Appendix B

Circulant Matrices. The mass and stiffness matrices of any
linear cyclic structure may be cast in block-circulant form. Hence,
the reduced-order model formulation outlined in this paper makes
frequent use of the properties of circulant matrices and their

Fig. 20 Forced response statistical data for selected frequency veerings
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eigenvectors, as applied to cyclic symmetry problems. The prop-
erties of circulant matrices are thoroughly examined in Davis@23#.
Moreover, a detailed description of modes of vibration for cyclic
structures is contained in the important work by Thomas@24#,
although certain related mathematical aspects, such as the funda-
mentals of circulant matrices, appear to have been unrealized at
the time.

The general form of a square circulant matrix is

C5circ~c1 ,c2 , . . . ,cN!5F c1 c2 . . . cN

cN c1 . . . cN21

] ] � ]

c2 c3 . . . c1

G . (B1)

All circulant matrices of orderN possessN independent eigenvec-
tors. In particular, they share the same set of eigenvectors that
make up the complex Fourier matrix,E:

E5@eki#; eki5
1

AN
ej a~ i 21!~k21! k,i 51, . . . ,N (B2)

where j 5A21, and a52p/N. In addition, there exists an
‘‘almost-equivalent’’ real-valued form of Eq.~B2!:

F5@ f0 f1
c f1

s
¯ fn

c fn
s
¯fN/2#53

1

AN
A2

N
0 ¯

1

AN

1

AN
A2

N
cosa A2

N
sina ¯ 2

1

AN

1

AN
A2

N
cos 2a A2

N
sin 2a ¯

1

AN

] ] ] ]

1

AN
A2

N
cos~N21!a A2

N
sin~N21!a ¯

~21!N21

AN

4 (B3)

where the last column only exists ifN is even.
Note that bothE andF areorthonormal, or unitary, such that

E* E5FTF5I , where I is an identity matrix of sizeN, and *
denotes the Hermitian adjoint~complex conjugate transpose!. In
addition, this implies thatE215E* and F215FT, such that the
typical transformation productsE*CE and FTCF are similarity
transformations~Strang@25#!.

The reason behind callingF ‘‘almost-equivalent’’ toE is that
the columns ofF are not true eigenvectors ofC, and hence, the
similarity transformationFTCF will not yield a diagonalized ma-
trix. However, it will result in a matrix where all nonzero elements
will be grouped into 232 blocks ~‘‘double’’ harmonics! on the
diagonal, except for the~1,1! and, forN even, the~N, N! elements
~‘‘single’’ harmonics!. This matrix type is referred to aspseudo-
block-diagonal.

These properties are readily extended to the case ofblock-
circulant matrices by expandingE and F as E^ I and F^ I , re-
spectively. The scalarci then represents a matrix blockCi , where
Ci and I are of the same size. The symbol^ denotes the Kro-
necker product, which is defined in Appendix A.
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Contact Stresses in Dovetail
Attachments: Physical Modeling
Simple physical models for the stresses in dovetail attachments are developed. These
models address: to slip or not to slip, nominal stresses during loading up, peak contact
and shear stresses during loading up, hoop stresses during loading up, peak contact and
shear stresses during unloading, and hoop stresses during unloading. Comparisons are
made with a previous paper on companion finite element modeling. Generally there is
good agreement between the simple physical models and the finite element analysis.
Together the two identify a pinching mechanism as leading to large fluctuations in hoop
stresses at the edges of contact. These fluctuating hoop stresses can be expected to be a
major contributor to the fatigue of dovetail attachments.@DOI: 10.1115/1.1415740#

1 Introduction

1.1 Motivation and Background. Single tooth attachments
or ‘‘dovetails’’ are used to secure fan and compressor blades to
disks in gas turbines. A section through a typical dovetail is shown
in Fig. 1~a!. Herein the base of the blade is pulled as a result of
the centripetal acceleration of its remainder, while it is restrained
by contact with the disk on two flats~e.g.,C2C8 in Fig. 1~a!!. At
the edges of these contact regions, fretting can occur when loads
vary. This fretting can lead to fatigue crack initiation and ulti-
mately to failures~e.g., in the disk atC8, the blade atC!. In order
to understand these failures better, an appreciation of the stresses
occurring in these critical regions, together with the physical
mechanisms causing them, is required. The primary intent of this
work is to begin to identify these mechanisms.

This research builds on an earlier stress analysis of a dovetail
attachment~@1#, hereafter simply referred to as DA1!. The attach-
ment treated in DA1 is as in Fig. 1~a!: Further specifications are
given in DA1. Even though the stress analysis in DA1 is limited
to two-dimensional elasticity, it is not without challenge. In the
first place, challenge stems from resolving the stress gradients
present. An indication of these gradients is given in Fig. 2. This
figure displays the contact stresssc ~Fig. 1~c!!, normalized by a
nominal stress for the angular motions0 , throughout the contact
region ~from DA1, for maximum load without friction!. In the
second, challenge stems from the nonlinearities that attend both
expanding contact and contact in the presence of friction.

These challenges, as well as the general complexity of the con-
figuration of Fig. 1, lead to the use of finite element analysis in
DA1. By using a submodeling approach,@2#, grids that are highly
refined in the contact region can be run with reasonable levels of
computational effort. The average element size for these grids in
the contact region is of the order of one percent of the contact
radiusR ~Fig. 1~b!!. This is more than an order of magnitude more
refined than earlier finite element analysis of dovetail attachments
~see DA1 for a review!. These refined grids enable convergent and
otherwise verified stresses to be obtained. The closeup in Fig. 2
illustrates the convergence of peaksc for three grids with element
sizes that are successively halved.

1.2 Objective and Scope. Here we seek to take advantage
of the verified stress fields determined in DA1 to improve our
understanding of their sources and companion failure modes. We
do this by generating a series of fairly simple models for re-

sponses at dovetail attachments during loading up and unloading.
After each model is developed, comparisons are made between its
predictions and the finite element results of DA1.

Specifically the models we develop address the following as-
pects of dovetail attachment response: whether the blade slips
during loading up; nominal stresses during loading up; peak con-
tact and shear stresses during loading up~sc , tc of Fig. 1~c!!;
hoop stresses during loading up~sh of Fig. 1~c!!; peak contact
and shear stresses during unloading; and hoop stresses during un-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-356. Manuscript received by IGTI Nov. 1999; final revi-
sion received by ASME Headquarters Feb. 2000. Associate Editor: D. Wisler.

Fig. 1 Dovetail attachment configuration: „a… section of overall
attachment, „b… closeup of contact region, „c… closeup of disk
near lower contact point with stresses acting
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loading. These models are described in Section 2. The paper
closes with some concluding remarks in Section 3.

2 Models

2.1 To Slip or Not to Slip. The question here is whether or
not the blade slips relative to the disk during loading up. To begin
to answer this question, we consider slip, in the presence of lateral
deformation, for a cork pushed into a tapered hole~Fig. 3~a!!. The
applied force on the cork isF and its taper angle isa. The hole
surface is rough and the material comprising it taken to be rela-
tively rigid to keep analysis simple.

In response toF, the resultant normal and tangential forces on
each side of the cork areN and T, respectively~Fig. 3~b!!. The
fact that the cork is deformable is reflected by the single spring
with stiffnessk in Fig. 3~b!.

For the cork not to slip, no ‘‘gap’’ can open up between the cork
and the walls.1 For the configuration of Fig. 3, this means that
there can be no compressive force in the spring. Thus

N sina<T cosa. (1)

Under Amonton’s~or Coulomb’s! law of friction,

T<mN, (2)

wherem is the coefficient of friction. Together~1! and ~2! have

tana<m, (3)

our condition for no slip.
The condition in~3! continues to hold for somewhat more com-

plex configurations than that of Fig. 3. If horizontal deformation
of the cork is entertained at two vertically spaced stations,~3!
holds at each station. If horizontal deformation of the walls is
admitted,~1! becomes an equality for no gap to open up, but~3!
still holds.

The condition in~3! is, however, a one-dimensional simplifica-
tion of a two-dimensional configuration. In particular, it ignores
the deformation caused byF which would tend to produce inter-
ference between the cork and the walls. Hence in reality there
would be some lateral compressive force in the cork to remove the
interference, in contrast to the development of~3!. It follows we
can only use~3! to give an indication of when slipping occurs in
our dovetail attachment.

To check~3! for the dovetail attachment, we run our finite ele-
ment analysis withm/tana50.8, 1.3, wherea is now the angle of
inclination of the contact flat. We find slipping for the lower value
of m and sticking throughout most of the contact region for the
upper value ofm, both in accord with~3!.2 For our actual dovetail,
a is approximately 45 deg so that~3! predicts slip for the highest
value of m considered~m50.4!. Our finite element analysis pro-
duces slip throughout the contact region during loading up, and
thus is in accord with this prediction.

2.2 Nominal Stresses During Loading Up. A free-body
diagram for half of the blade section of Fig. 1 is given in Fig. 4.
The loading of this half blade comes from the centripetal accel-
eration of its self mass,Fv , and that of the portion of the blade
not shown,Fb . These forces are balanced by normal and shear
forces,N andT, acting on a contact region of extent 2a inclined at
an anglea. By virtue of symmetry, there are no counterbalancing
forces on the centerline and only a horizontal force there,H. In
general, there can be a moment reactionM on the contact region.
This is balanced by an equal and opposite moment on the center-
line, which also has a further momentMF to offset the moment
produced byFv andFb about the head ofN.

Given the slip already noted to occur for our dovetail attach-
ment, equality holds in~2!. Then resolving vertically leads to the
following expressions for thenominal contactandshear stress:

s̄c5
Fv1Fb

2a~cosa1m sina!
, t̄c5ms̄c . (4)

In ~4!, s̄c is taken to be positive when compressive~as in Fig.
1~c!!, and bars atop stresses denote nominal values.

There is also a nominal bending stress in the contact region.
The momentM producing this stress isstatically indeterminate,
and consequently this nominal stress cannot be as easily deter-
mined. An indication of its sense, though, can be obtained by
considering the stiffnesses of the blade section at the upper and

1‘‘Gap’’ because no complete gap could occur as a result of compressive contact
forces since they would go to zero once contact is completely lost. In reality, adhe-
sive stresses act here and continue to do so with reduced values if the cork starts to
contract. Then the accompanying reduced values ofN, T let F push the cork further
into the walls and slip occurs.-

2Two-dimensional conforming contact problems cannot stick throughout the en-
tire contact region and must have some slip near the edges of contact if contact
inequalities are to be policed~see, e.g., DA1, Section 2.2, for a discussion!.

Fig. 2 Contact stress distribution „mÄ0…

Fig. 3 Slipping in the presence of lateral deformation: „a… cork
pressed into two inclined walls, „b… free-body diagram for the
cork
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lower edges of contacts,K and k, respectively, in Fig. 4. As a
result of the section width being smaller forK thank, K.k. The
converse result holds for corresponding stations on the disk~i.e.,
the disk is stiffer at the lower edge of contact than the upper, see
Fig. 1~a!!. Thus when the blade and disk are pressed together,
there tends to be a reduction in compressive deflection of the
blade atC with a corresponding increase in compressive deflec-
tion of the disk atC in order to balance contact forces there, and
vice versa atC8. Hence we can expect a moment acting in the
direction shown in Fig. 3.

To check~4!, Fig. 5 shows a plot of finite element results over-
laid on its predictions for the case of maximum friction~m50.4!.
Herein,v is the angular velocity of the attachment,vmax its maxi-
mum value, ands0 is the normalizing nominal stress given by

s05
Fv1Fb

b
, (5)

where b is the thickness of the half blade at its end~Fig. 4!.
Results are almost indistinguishable on the scale of Fig. 5. The
same level of agreement is found fors̄c for m50, ands̄c , t̄c for
m50.2.

For the nominal bending stress, the finite element results do
agree with the sense shown in Fig. 4~see Fig. 2!. At maximum
load, the finite element analysis values of the nominal bending
stress range from 36 percent ofs̄c without bending whenm50, to
58 percent whenm50.4. These are not the sort of values that one
could safely ignore. It follows that any complete nominal stress
analysis of a dovetail attachment requires the use of finite ele-
ments or a like capability.

2.3 Peak Contact and Shear Stresses During Loading Up.
For a given angular velocity, the peak contact stresssc

max occurs
within the contact region just inside ofC8 because of the addi-
tional compressive stress there due to bending~cf., Figs. 2, 4!.
Values of thesesc

max are shown in Fig. 6 as a function ofv2 for
m50. For v.0, a straight line fits the finite element results rea-
sonably well~the dashed line in Fig. 6!. However, in contrast to
the nominal stresses~Fig. 5!, this straight line does not pass
through the origin. Clearlysc

max must be zero for no load, so the
straight line fit in Fig. 6 is not appropriate forv50.

To explain this phenomenon, we consider the approximate su-
perposition indicated in Fig. 7. Near the edges of contact, as atC
of Fig. 1~a!, the two contacting solids have a geometry like that on
the top of Fig. 7. The peak contact stress occurring just inside the
edge of contact atC on the top of Fig. 7 can be approximated by
contributions from a frictionless roller and a lubricated flat punch
shown on the bottom of Fig. 7~ignore the broken lines in this part
of the figure for the present!. ‘‘Approximated’’ because the inden-

Fig. 4 Free-body diagram of half of the blade section

Fig. 5 Comparison of nominal contact stresses „mÄ0.4…

Fig. 6 Comparison of peak contact stresses „mÄ0…

Fig. 7 Approximate decomposition near the edge of contact
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tor profiles on the bottom in Fig. 7 have a surplus when compared
with the indentor on the top. We introduce a further approximation
by taking the roller and punch to be rigid. Then we can approxi-
mate peak contact stresses in our dovetail attachment using known
solutions for the rigid frictionless roller developed by Hartz@3#,
and for the rigid, flat, lubricated punch derived in Sadowsky@4#.

For the cylindrical roller on an elastic half-space, the contact
stresses throughout the contact region are proportional to the
square root of the applied vertical load because of the expanding
contact involved. For the flat punch, the contact stresses are di-
rectly proportional to the applied load, with the exception of right
at the edge of contact where they are singular. This is because
there is no expanding contact. The pointC, though, is outside the
contact region so that the contribution to the peak contact stress
from the flat punch in isolation is zero. However, because of the
stress singularity present for the flat punch, the displacements out-
side the flat punch rise with an infinite gradient~indicated with the
broken surface profile in Fig. 7!. Thus, when the roller acts in
concert with the flat punch, it first must flatten this displacement
before it gets to indent a flat half-space. The amplitude of this
displacement is directly proportional to the applied load, so that
the contact stresses needed to flatten it can also be expected to be
directly proportional. In combination, therefore, we can expect the
peak contact stress from the roller and the punch to have contri-
butions which are proportional to the square root of the applied
load as well as contributions which are directly proportional.
Hence we expect thepeak contact stressesin our dovetail attach-
ment to depend upon the angular velocity as in

sc
max5c1v1c2v2. (6)

In ~6!, c1 , c2 are constants to be determined by fitting finite ele-
ment results of DA1.

Applying the fit of ~6! leads to the solid line in Fig. 6. This fit
must, of course, pass through the origin. In addition, it matches
peak contact stresses throughout the angular frequency range to
within five percent. Moreover, both the fitted constants are posi-
tive and of comparable magnitude, supporting the need for both
terms in~6!.

Results formÞ0 are all similar to that of Fig. 6. That is, a
straight line fits the finite element results well forv.0, but does
not pass through the origin. The height of the intercept atv50 is
less formÞ0 thanm50, but nonetheless clearly not zero. Once the
fit of ~6! is applied, the intercept is removed, and results through-
out thev range again fitted to within five percent. Shear stress
results can be similarly fitted formÞ0.

One consequence of the fits in Figs. 5 and 6 is that there are no
stress concentration factors which are independent ofv over its
entire range. For the upper level ofv, though, stress concentration
factors which are nearly independent ofv can be extracted.

At maximum load, we can obtain an approximate analytical
solution for the frictionless case for our dovetail attachment from
Steuermann@5#. This paper contains a solution for a rigid lubri-
cated punch with a polynomial profile. Ify is the depth of pen-
etration of this profile, then

y

d
512S x

aD n

~ uxu<a!, (7)

where x is a horizontal coordinate with origin centered in the
contact region of extent 2a, andd is the maximum penetration.
We can fit~7! to the profile in our dovetail attachment, at least on
one side as in Fig. 7, then compare results.

In making the fit we can select the power in the polynomial
profile n, as well as its coefficients. We actually choosen so that
the contact stress in Steuermann@5# reproduces the stress concen-
tration found for our dovetail attachment once bending is re-
moved. Thus we taken550 for a commonsc

max/s̄c54.9 without
bending at maximum load. Then we choosed so that the profile in

~7! and our dovetail attachment share a common radius of curva-
ture at the edge of contact. No doubt other choices could be made:
The preceding is but one fairly reasonable one.

In comparison, the profiles are not the same but they are simi-
lar, with a large, central, essentially flat region. Over the interior
90 percent, they are within one percent of each other. The stress
distributions, too, are quite similar. Of course, both are zero at the
edge of contact and share the same peak value as a result of the
choice of n. In addition, however, they are comparable at the
center~within nine percent!, and the location of the peak contact
stress is the same~one percent ofa inside the edge of contact!.

With bending contributions restored in our dovetail attachment,
the peak contact stress occurs atC8 rather thanC, as noted earlier.
As with the nominal stresses, the bending contribution is signifi-
cant, ranging from 29 percent ofsc

max without bending when
m50, to 41 percent whenm50.4.

2.4 Hoop Stresses During Loading Up. At the outset in
considering the hoop stresssh ~Fig. 1~c!!, we distinguish contri-
butions as being with and without friction. That is, we take

sh5sh01shm , (8)

wheresh0 is the hoop stress without friction,shm the hoop stress
due to friction. We make this distinction because of the different
physics producing the two contributions.

To explain further, we consider a roller in contact with a half-
space over a strip of extent 2c which is small compared to the
roller’s radius~on the bottom left in Fig. 7!. The roller and half-
space now are taken to have the same elastic moduli. The roller is
both pressed into the half-space and slid sideways~indicated by
the dashed arrow in Fig. 7!. From Hertz@3#, without friction on
the surface of the half-space,

sh052sc5H 2sc
maxA@12~x/c!2#, uxu<c

0, uxu.c
, (9)

wherex is again a horizontal coordinate with originO centered in
the contact region~Fig. 8~a!!. In ~9!, we continue to takesc as
positive when compressive, but takesh as positive in tension
~Fig. 1~c!!. Hence without friction, hoop stresses in the surface of
the half-space are nowhere tensile.With friction and sliding,

tc5msc . (10)

Then, from Poritsky@6#, the hoop stress due totc alone is given
by

sh
t522tc

maxH x/c, uxu<c

$~x/c!2sgn~x!A@~x/c!221#%, uxu>c
,

(11)

wheretc
max is the peak value oftc and sgn is the signum function.

Hence with friction, the hoop stresses ahead of the shear (x.0)
are compressive, those behind it (x,0) are tensile~Fig. 8~b!!. It
follows that, as far as local, contact, hoop stresses are concerned,
tensile contributions only occur when friction is present.

How does this example relate to our dovetail attachment? Fig-
ure 8~a! includes the contact stress distribution atC8 from DA1
~shown as a dashed line!. Near the edge of contact, this matches
the Hertzian distribution of~9! well. In addition in this vicinity,
~10! holds ~see Fig. 6 in DA1!. Accordingly we can expect the
results for the roller to indicate the local hoop stresses in our
dovetail attachment.

From henceforth we concentrate on the production oftensile
hoop stressesbecause we expect these stresses to contribute most
to fatigue failures of dovetail attachments. We justify this expec-
tation subsequently in Section 2.6. For the local stresses attending
contact, tensile hoop stresses stem from the effects of friction and
tc . In addition, there can be tensile hoop stresses induced by
stress resultants acting on the individual blade and disk geom-
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etries of our dovetail attachment. We look for locations where
these two sources in combination maximize the magnitudes of
tensile hoop stresses.

For the blade,sh0 has no tensile contribution from contact
alone~see~9!!. However,Fb exerts a tension in the upper blade
section of Fig. 4 which can be expected to induce a tensilesh0 of
the order ofs0 at C. This force may, as well, produce some tensile
sh0 at C8, but, even if tensile, the magnitude of this stress can be
expected to be far lower because the normal resultantN has now
counterbalancedFb . With friction, the tangential forceT produces
tensileshm at C, compressive atC8. Thus for the blade the maxi-
mum tensile hoop stress occurs at the edge of contact atC.

For the disk, againsh0 has no tensile contribution from contact
alone. However, the counterparts ofN andM of Fig. 4 for the disk
tend to open the disk notch region nearP in Fig. 1~a!, and thus
induce a tensilesh0 of the order ofs̄c at C8. The resultant ofN
andM may also induce some tensilesh0 at C in the disk, but this
can be expected to be less in magnitude for the disk geometry by
virtue of being further from the notch root atP. With friction, the
tangential force on the disk has the same magnitude as theT
shown in Fig. 4, but acts in the opposite direction. Hence, for the
disk, it produces compressive stress atC, tensile atC8. Thus for
the disk the maximum tensile hoop stress occurs at the edge of
contact atC8. Moreover, becausesc is greater atC8 thanC due to
the bending contributions, this location is the one with the maxi-

mum tensileshm . We therefore concentrate onC8 in the disk in
what follows, though very similar physics can be expected to
occur atC in the blade.

For just outside contact atC8 in the disk,sh0 is due toN andM
alone~T being zero whenm50!. Thussh0 is statically indetermi-
nate. We can, though, use our frictionless finite element analysis
to estimatesh0 .

In Section 2.2, we have thatN is proportional toFv and Fb ,
hencev2. This follows simply from statics. We do not have the
same result forM because it is statically indeterminate. The finite
element analysis of DA1, though, shows thatM too is proportional
to v2. Consequently we expect

sh05c3v2, (12)

wherec3 is a constant to be fitted to our finite element analysis for
m50.

For just outside contact atC8 in the disk, from~10!, ~11!, we
can expect

shm
max5c4msc

max, (13)

wherec4 is a further constant for fitting. In~10!, ~11!, c452 when
x52c. Because our dovetail attachment is not an identical con-
figuration to the roller and half-space that lead to~10!, ~11!, we
admit the possibility of a different value, although we expect
something comparable to 2 given the similarity demonstrated in
Fig. 8~a!. From ~6!, ~13! implies shm

max depends upon bothv and
v2. Then from ~12! and ~8!, we expect thepeak, tensile, hoop
stressto vary with v as in

sh
max5c5v1c6v2, (14)

wherec5 andc6 are two more constants to be fitted.
As a further model forsh

max, we can also combine finite ele-
ment results forsh0 with shm

max of ~13!. In doing this we are as-
suming that the hoop stress induced by stress resultants does not
change much when friction is introduced. This is quite possibly so
since the vertical resultant on the contact flat remains the same as
without friction for a givenv. Accordingly we have the following
approximate solution for thepeak, tensile, hoop stress:

sh
max5sh0~FEA!1c4msc

max. (15)

We fit ~12!, ~14!, and~15! to finite element results of DA1.
Figure 9 shows a comparison ofsh0 of ~12! with finite element

hoop stresses for varyingv. Agreement is good. In addition, Fig.
9 shows a comparison ofsh

max of ~14! and~15! with finite element
results whenm50.4. Agreement is fair. The value ofc4 obtained
by the fit is 1.6, and therefore quite comparable to the 2 of ana-

Fig. 8 Surface stresses for sliding roller: „a… contact and hoop
stresses without friction, „b… shear and hoop stresses due to
friction

Fig. 9 Comparison of hoop stresses

Journal of Engineering for Gas Turbines and Power APRIL 2002, Vol. 124 Õ 329

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lytical solution for the roller. Also apparent in Fig. 9 is the large
contribution to tensile hoop stresses caused by friction when
m50.4.

2.5 Peak Contact and Shear Stresses During Unloading.
Without friction, Nand sc

max during unloading take on the same
values as during loading up for a correspondingv ~to within 0.5
percent, DA1, Section 4.2!. With friction, N andsc

max during un-
loading increase. This result is contrary to any one-dimensional
physical reasoning, although it can be explained with two-
dimensional reasoning.

Consider what happens at the section through the disk atPP8
in Fig. 1~a!. With reducedv, Fb , andFv of Fig. 4 are reduced.
Therefore so is the radial pull on the disk atPP8. The material
abovePP8 in the disk then retracts radially inward. Because the
periodic symmetry line throughP8 is not parallel to the central
symmetry line throughPc ~Fig. 1~a!!, this retraction is accompa-
nied by a tendency for the disk contact region to move laterally
towards the centerline. Without friction, the blade can slip inwards
and thereby accommodate lateral motion of the disk contact re-
gion. With friction, the blade can stick and get pinched by lateral
motion of the disk contact region. It is thispinching mechanism
that increasesN andsc

max during unloading.
To explain further how sticking during unloading when friction

is present is consistent with an increase inN, we consider what
happens to the tangential resultant under these circumstances.
Thus we reconsider Fig. 4 withFb→Fb2DFb , Fv→Fv
2DFv , and N→N1DN. Here DFb and DFv are positive be-
cause we are unloading, andDN is positive under the assumption
of an increase inN. Now resolving vertically gives

Fb2DFb1Fv2DFv2~N1DN!cosa2~T1DT!sina50,
(16)

whereDT is the change inT accompanying unloading. TheFb ,
Fv , N, and T terms balance from resolving vertically whenv
5vmax. Thus we have

DT52~DFb1DFv!csca2DN cota. (17)

HenceDT is negative andT is reduced on unloading. Because
T5mN at maximum load, it follows that

T1DT,m~N1DN! (18)

on unloading, since the left-hand side is smaller thanT while the
right is larger thanmN. The inequality in~18! is the condition for
sticking in Amonton’s law. Accordingly an increase inN on un-
loading is consistent with sticking and pinching.

What ~17! also shows is that, with pinching, there are two
sources of reduction in the tangential resultant. The first is the
expected reduction occurring because there is less load to be
balanced—theF terms in~17!. The second is the reduction occur-
ring because the normal reaction has increased and consequently
is balancing a greater share of the load—theN term in ~17!.

Table 1 gives peak contact and shear stresses during unloading
for the case of maximum friction~from DA1 for m50.4!. The
values in Table 1 demonstrate the significant increases insc

max that
accompany the increases inN due to pinching. These increases
occur up until the blade starts to slip inwards as a whole when
about 60 percent unloaded ((v/vmax)

250.4).

Table 1 also demonstrates the significant reductions intc
max that

are due to pinching during unloading. Only the peak shear stress
acting in the same direction as that at maximum load is given in
Table 1.

As noted earlier, conforming contact problems cannot com-
pletely stick throughout the contact region. Hence, even with
pinching and sticking at 20 percent unloaded, there is some local
slipping. NearC8, this slipping occurs in the extension of the
contact region that accompanies the increased normal contact
stress due to unloading. It is possible to obtain an indication of the
direction of this slipping and thus the shear stress in this region by
drawing on solutions in the literature. This can be done by ap-
proximating the local geometry nearC8 ~Fig. 1~a!! with a half-
space for the disk together with a quarter-space for the blade.
Then we can use solutions in Michell@7# for a uniform strip of
pressure on a half-space and in Levy@8# for a uniform pressure on
a quarter-space. These solutions indicate that the surface nearC8
wants to move outwards on the disk~i.e., towardsC, Fig. 1~a!! in
response to the increase in contact, while that on the blade wants
to move inwards~i.e., away fromC!. This is the opposite direction
to relative motion between the disk and the blade during loading
up. Consequently during unloading we have slip andshear rever-
sal near the edges of contact. The finite element results of DA1
confirm these phenomena.

Eventually during unloading, the blade starts to slip throughout
the entire contact region with the shear being completely reversed.
This complete reversal is reflected by the zeros in Table 1 for the
shear in the original direction. It occurs here form50.4 when the
dovetail attachment is about 60 percent unloaded. The magnitudes
of these reversed shears comply with~10! ~to within 0.5 percent,
DA1!.

2.6 Hoop Stresses During Unloading. Without friction,
sh , includingsh

max, during unloading takes on the same values as
during loading up for a correspondingv ~to within 0.5 percent,
DA1, Section 4.2!. With friction, sh

max during unloading can be
expected todecrease, and possibly by asignificantly greater
amount than thepercentage unload. There are two reasons for this
expectation. First, peak shear stresses due to friction drop appre-
ciably during unloading and consequently contribute less to the
tensilesh

max. Second, normal contact stresses increase during un-
loading and consequently contribute compressive hoop stresses to
be subtracted offsh

max.
With respect to the first reason, we note that frictional shear

stresses are the major source of tensile hoop stress whenm50.4
~75 percent at maximum load, Fig. 9!. Moreover, in response to a
20 percent unload,tc

max decreases by 68 percent of its value at
maximum load, and for a 40 percent unload by 86 percent~Table
1!. Hence the greater part ofsh

max due to frictional shear stress can
be expected to be reduced considerably on unloading.

With respect to the second reason, we note that the expanding
contact attending the increase inN with unloading moves points
of peak and near peak hoop stress just outside of contact at maxi-
mum load to within the contact region. This subtracts fromsh

max a
compressive hoop stress as in~9! ~Fig. 8~a!!. It can also subtract a
compressive hoop stress due to shear reversal near the edge of the
expanded contact region.

To confirm these expectations we examine finite element results
for the hoop stress in the disk nearC8 ~for m50.4 from DA1!.
Figure 10 shows the hoop stress distributions nearC8 at maxi-
mum load and when 20 percent unloaded. The fluctuation insh at
the edge of contact is dramatic. In fact, ifDsh is the magnitude of
this fluctuation, then for Fig. 10,

Dsh567Ds0 , Ds05s0/5. (19)

Also indicated in Fig. 10 is the increase in contact region extent
which leads to compressive stresses at the original edge of contact
on unloading. It is this reversal of sign for the peak tensile hoop

Table 1 Normalized stresses during unloading „mÄ0.4…

(v/vmax)
2 sc

max/s0 tc
max/s0

1.0 9.0 3.5
0.8 10.2 1.1
0.6 11.3 0.5
0.4 11.2 0.0
0.2 6.7 0.0
0.0 0.0 0.0
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stress which was anticipated in Section 2.4 when we chose to
focus on tensilesh during loading up: No such reversal occurs for
compressivesh at maximum load.

In addition to the two reasons already discussed for the ampli-
fication of Ds0 by Dsh in ~19!, there is the fact thatsh

max is
appreciably greater thans0 so that there is a lot more hoop stress
to fluctuate. This is becausesh

max is concentrated and thus greater
than s̄c , ands̄c is somewhat greater thans0 ~Fig. 5!.

3 Conclusions
Using simple physical reasoning together with solutions in the

literature and some elementary analysis, the physical response of
dovetail attachments during loading and unloading is inferred.
These physical predictions are confirmed by finite element results
from DA1 ~typically to within five percent!.

The simple models confirmed by finite element analysis build
upon one another. They identify contact shears due to friction as a

major source of peak tensile hoop stresses at the edges of contact
during loading up~at C in the blade,C8 in the disk; Fig. 1~a!!.
Thereafter they identify a pinching mechanism that can occur with
sufficient friction during unloading. This mechanism explains the
counter-intuitive response of an increase in normal contact stress
during unloading. It also explains the significant fluctuations that
can occur in the hoop stresses at the edges of contact. These
fluctuations can be an order of magnitude greater than oscillations
in the loading due to rotation. Such oscillations can accompany
mission cycles or be due to variations in stiffwise bending. Con-
sequently the fluctuations in hoop stresses are seen as being likely
to be a major contributor to either the low-cycle or the high-cycle
fatigue of dovetail attachments.
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Application of Model Order
Reduction to Compressor
Aeroelastic Models
A model order reduction technique that yields low-order models of blade row unsteady
aerodynamics is introduced. The technique is applied to linearized unsteady Euler CFD
solutions in such a way that the resulting blade row models can be linked to their sur-
roundings through their boundary conditions. The technique is applied to a transonic
compressor aeroelastic analysis, in which the high-fidelity CFD forced-response results
are better captured than with models that use single-frequency influence coefficients. A
low-speed compressor stage is also modeled to demonstrate the multistage capability of
the method. These examples demonstrate how model order reduction can be used to
systematically improve the versatility, fidelity, and range of applicability of the low-order
aerodynamic models typically used for incorporation of CFD results into aeroelastic
analyses. @DOI: 10.1115/1.1416152#

Introduction
One of the foremost challenges in the study of free and forced

blade vibrations in turbomachinery is encapsulation of aerody-
namic effects in a form suitable for coupled aerostructural analy-
sis. It is generally agreed that in modern aeroengines the unsteady
aerodynamic effects governing the severity of vibrations are com-
plex; at least some of the flow details~shock motion, blade load-
ing, viscosity, boundary conditions, etc.! must be modeled to ob-
tain realistic analyses. Because very little data exist to isolate the
most important of these details, the current state of the art utilizes
computational fluid dynamic~CFD! analysis to capture as much
of the physics as possible. The CFD results are encapsulated as
unsteady aerodynamic forces resulting from~usually prescribed
sinusoidal! blade vibrations, which can then be coupled to the
structural dynamics. Forced vibration analyses are often done in a
similar two-step fashion, in which the aerodynamic effects are
computed first and then incorporated into a coupled analysis~@1#!.
Nonreflecting boundary conditions are commonly used in these
analyses for simplicity, although the boundary conditions can
have a significant effect on the results~@2#!.

Pre-computation of aerodynamic effects, using canonical mo-
tions and forcing functions, invokes various assumptions based on
the problem at hand. For stability analysis of a rotor, the funda-
mental assumption is that the blade vibration frequencies change
by only a small amount due to aerodynamic coupling. Thus analy-
sis of the aerodynamic loads using the most important structural
dynamic eigenfunctions is justified. Forced vibration analyses of-
ten compute gust loads assuming sinusoidal gusts and fixed
blades, assuming that the incoming gusts are not modified by
unsteady blade motion~@3#!. Mistuning analyses commonly use
simplified aerodynamic models~as in Crawley and Hall@4#!, al-
though incorporation of CFD-based influence coefficients~based
on sinusoidal, single-frequency runs! has been reported~@5#!.

Experience and order-of-magnitude analyses~mass ratio argu-
ments, etc.! suggest that the engineering approximations discussed
above are often valid, allowing trends and insight to be more
easily obtained. However, the framework for encapsulation of
aerodynamic effects is limited, and in some cases inconsistent

with the goals of the analysis. Nonsinusoidal forcing, forced re-
sponse with mistuning, and other analyses that involve combina-
tions of effects stretch the assumptions of standard methods. In
addition, the effects of upstream and downstream boundary con-
ditions ~nearby blade rows, inlet duct acoustics! are increasingly
coming under scrutiny.

It is in these cases that a reduced-order model with generalized
boundary conditions can play an important role. The CFD code is
viewed as an input-output model: blade motions, incoming flow
perturbations, and mean flow properties are viewed as inputs; out-
puts include outgoing flow perturbations and the blade forces and
moments. A reduced-order model is a low-order model that dupli-
cates the behavior of the CFD analysis over a limited range of
conditions. The range of validity of the reduced-order model is
determined by the set of CFD experiments performed during the
model order reduction procedure. By making the model building
procedure systematic, a single tool can yield reduced-order mod-
els for a wide range of applications.

In the sense defined above, models based on spatially and tem-
porally sinusoidal motion at a single frequency~we will call these
‘‘assumed-frequency’’ methods! are simple reduced-order models.
They are limited to the boundary conditions chosen in the CFD
analysis and are only valid at the precise mean flow conditions
analyzed. They are limited to a small range of frequencies about
the assumed frequency, and this range is unknown. Owing to their
limited range of validity, assumed-frequency models are the most
compact: they are coupled to the structural model as constant
coefficients that are independent of changes in the mean flow,
boundary conditions, frequency, etc. More detailed aerodynamic
models, motivated by external aeroelastic~wing flutter! methods,
have been suggested~@6#!, but do not appear to be in broad use.

In this paper we present a systematic method for model order
reduction from CFD, which can be applied to a broad range of
problems. The method allows the analyst to specify the range of
interblade phase angles, reduced frequencies, forcing functions,
and boundary conditions that are appropriate to encapsulate into
the problem at hand. This range is spanned by a series of ‘‘canoni-
cal’’ runs of the CFD code, which are then used to derive a low-
order model. The model is in ordinary differential equation form,
requiring approximately 100 to 200 states per blade row~in our
examples!, suitable for incorporation in a fully coupled aeroelastic
analysis. Examples of application of this model are given for il-
lustrative purposes.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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revision received by ASME Headquarters February 2000. Associate Editor: D.
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Computational Model
The starting point for the procedure is a computational model.

In this paper, the nonlinear two-dimensional Euler equations, ex-
pressed on an unstructured triangular grid, are used:

dU

dt
1R~U,Ub ,x!50, (1)

whereR represents the nonlinear flux contributions at each node,
which are functions of the problem geometryx, the unknown flow
quantities on the grid pointsU and the boundary valuesUb . For a
two-dimensional bladed disk withr blades with rigid cross sec-
tions, x can be written in terms of plunge displacementhi and
pitch displacementa i :

x5x~q!, q5@q1
T ,q2

t , . . . ,qr
T#T, (2)

where qi5@hi a i #
T. The vectorUb allows external flow distur-

bances and impedance properties to be modeled. These could be,
for example, time-varying pressure or velocity distortions due to a
neighboring blade row, inhomogeneity in the incoming flow, or
acoustic boundary conditions. Given blade motionq and bound-
ary disturbanced, we writeUb as

Ub5Up~q,q̇,d,x!, (3)

whereUp is a vector containing the appropriate prescribed quan-
tities.

Linearization of the Euler equations, assuming all motions and
disturbances are small, results in the following equation:

dU8

dt
1

]R

]U
U81

]R

]Ub
Ub81

]R

]x
x850, (4)

where prime denotes perturbation quantities, and all partial de-
rivatives are computed at the steady state. Due to the linearity
assumption, it is not necessary to actually deform the grid; the
final term on the left-hand side of Eq.~4! accounts for the first-
order effects of grid motion. After linearizing the boundary terms

Ub85
]Up

]q
q1

]Up

]q̇
q̇1

]Up

]d
d1

]Up

]x
x8, (5)

and writing the grid displacement as a linearized function of blade
displacementx85Tq, where the transformation matrixT is com-
puted from the mesh geometry, we obtain a high-order state space
system for the perturbation quantities

dU8

dt
1

]R

]U
U85F2

]R

]x
T2

]R

]Ub
S ]Up

]q
1

]Up

]x
TD Gq

2
]R

]Ub

]Up

]q̇
q̇2

]R

]Ub

]Up

]d
d, (6)

which can be written equivalently as

dU8

dt
5AU81Bu1Ed. (7)

Here u5@q q̇#T is the input vector containing the displacement
and velocity of each blade, and the matricesB andE contain the
appropriate forcing terms from Eq.~6!.

To determine the unsteady response of the cascade, the inputs
u(t) and d(t) are specified and the large system~7! is time-
marched to determine the resulting flow. Often we are interested
not in the flow itself, but in relevant output quantities. These are
typically the forces and moments acting on the blades, but could
be any feature of the response. We define an output vectory as

y5CU8, (8)

which for the analyses presented here contains the aerodynamic
force and moment acting on each blade and the outgoing flow
perturbations.C is a matrix containing the linearized force calcu-
lation.

The system of ordinary differential Equations~7!, ~8! can be
coupled into an aeroelastic model, since the inputu and outputy
can be directly linked to a structural model. However, Eq.~7! has
tens of thousands of states per blade passage~four unknowns for
every point on the computational domain!. Suitable models for
aeroelastic analyses must have a much lower number of states,
and can be derived using systematic model order reduction proce-
dures. Such techniques are introduced in the next section.

Model Order Reduction Procedure
Reducing the order of a system such as~7!, ~8! is a problem

which has been studied in great detail in various contexts~@7#!.
Many procedures are not suitable for the problem at hand, how-
ever, because they require computation of the eigenvalues and
eigenvectors ofA; this is not practical for the problem sizes of
interest in turbomachinery aeroelasticity. In addition, such ap-
proaches do not extend to nonlinear systems. Other methods, such
as the proper orthogonal decomposition~POD!, rely on robust
computational procedures. These ‘‘projection’’ methods follow the
following basic steps:

• Compute a small number of solutions using the full model.
The conditions for these full solutions or ‘‘snapshots’’ are chosen
to span the operating range over which fidelity to the CFD results
is desired.

• Create a set of basis vectors which capture the behavior in the
solutions. ‘‘Behavior’’ can be quantified by spatial patterns in the
flow, snapshots of the unsteady response~frequency domain!, or
the input-output transfer functions. The number of basis vectors
required depends on the problem and the desired degree of fit.

• Project the original equations onto the space represented by
the basis vectors. The result is a set of ordinary differential equa-
tions~ODEs! for the time-varying coefficients of the basis vectors.
The low-order system is completely defined by these coefficients
or ‘‘states’’; approximate reconstruction of the entire flow field
can be accomplished by multiplying the states by the basis vec-
tors. Thus any output quantity~blade pressure distribution, down-
stream disturbances, forces and moments! can be approximated.

This procedure has been developed and reported on in previous
work. In Willcox et al. @8#, a unique application of the POD
method for linearized systems is described, which uses frequency
domain instead of time domain solutions to create a low-order
model. In Willcox et al.@9#, a similar method based on Arnoldi
vectors, and their connection with the POD, is discussed. Appen-
dix A outlines how the above steps are accomplished using these
two methods. The ODEs for the reduced-order model are written

v̇5Av1Bu1Ed (9)

y5Cv (10)

where the states inv are akin to generalized coordinates, being the
amplitudes of the individual basis vectors.

Using these projection methods, a model of the form~9!, ~10!
can be obtained for an entire blade row. In Willcox@10#, it is
shown that each interblade phase angle can typically be repre-
sented over a broad frequency range using 6 to 10 states. Thus for
a full blade row analysis, model orders of 100–500 states are
required, depending on the number of blades and the frequency
range of interest. This represents a three order of magnitude re-
duction in model order from the full model, allowing many
coupled aerostructural and aeroacoustic analyses that would oth-
erwise be impossible. Here, results are presented for two-
dimensional inviscid flow, although the model order reduction
methodology is applicable to any linearized CFD model.
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Examples
In this section the model order reduction procedure is applied,

and compared to the results obtained by applying assumed-
frequency methods to the same problems. The intent is to show
the qualitative differences between the methods for relevant ex-
amples, rather than to draw quantitative conclusions. All plotted
quantities represent nondimensional parameters. In the ensuing
results, lengths have been nondimensionalized by the rotor chord
length, and velocities by the ambient speeds of sound. Thus non-
dimensional frequencyv is related to reduced frequencyk by
v5kM, whereM is the inlet Mach number.

Test Cases

Transonic Rotor. A transonic fan blade design is used in our
first two examples. Figure 1 shows the airfoil chosen for our test
cases~@11#!, together with a comparison of the steady pressure
distribution data~@12#!. The test conditions are inlet Mach number
0.82, relative flow angle 58.5 deg, blade angle 49 deg, and ambi-
ent sea level pressure and temperature. The structural system con-
sists of 20 blades each with a mass ratio of 100, decoupled bend-
ing and twist motion, and a first bending~plunge motion! reduced
frequency referenced to the chord of 0.12.

Low-Speed Stage.For our third example, a low-speed com-
pressor stage is analyzed. The airfoil coordinates represent the
third stage of a four-stage low-speed research compressor de-
scribed in Silkowski@13#. The test conditions are inlet Mach num-
bers of 0.165 and 0.123, and inlet flow angles of 59.3 deg and
47.3 deg in the rotor and stator, respectively. The gap between the
stator and rotor is 47.5 percent of the rotor chord. Both the rotor
and stator are analyzed, assuming that the rotor has 16 blades and
the stator has 20~the actual compressor stage has 54 rotor blades
and 74 stator vanes, but a smaller problem was chosen to simplify
the analysis!. One quarter of the periodic domain~containing five
stator blades and four rotor blades! is shown in Fig. 2, although
for generality, the analysis is carried out on the full stage.

Example 1: Frequency Dependence of Aerodynamic Re-
sponse Coefficients. To illustrate how the low-order model cap-
tures the aerodynamic response to blade motion, a series of CFD
solutions near the blade bending frequencyv50.1 (k50.12) for
the transonic rotor test case were obtained. These snapshots were
taken for each interblade phase angle at zero frequency and at 90,
95, 100, 105, 110, 150, and 200 percent of the blade structural
frequency. This resulted in 16 snapshots of the frequency-domain
response of the system per interblade phase angle~8 frequencies
32 snapshots per frequency—real and imaginary parts!. The

boundary conditions for these CFD trials were nonreflecting, but
the procedure yields models suitable for coupling to other blade
rows.

Unsteady aerodynamic lift forces on the blade were computed
for each interblade phase angle, using both the CFD results and
reduced-order models. Figure 3 shows the results for interblade
phase angles of 90, 180, and 270 deg. Both the 90 deg and the 180
deg cases show a linear variation in forced response amplitude,
with almost no phase variation. It was determined that by retain-
ing the first four POD modes computed from the available 16
snapshots, both the phase and the magnitude of the response could
be accurately captured over the entire sample range~an exact
match would be obtained if all 16 snapshots were used, but the
resulting model order would be unnecessarily high!. The dynam-
ics for the 270-deg mode are more complicated, with a local reso-
nance present near a frequency of 0.14. In this case, by choosing
the snapshots at zero frequency and atv50.15, the phase and
magnitude can be~fairly accurately! captured using a second-
order model.

At interblade phase angles of 90 deg and 180 deg, the blade
unsteady forces are not strongly dependent on reduced frequency.
In the range of reduced frequencies from 0.09 to 0.11, an

Fig. 1 DFVLR transonic rotor from Youngren †11‡ and steady
pressure coefficient profile computation compared to data
from Schreiber and Starken †12‡

Fig. 2 Low-speed airfoil cross sections from Silkowski †13‡,
shown for one quarter of the computational domain used for
stage analysis. Arrows represent the characteristics waves: en-
tropy wave „s …, vorticity wave „z…, and downstream and up-
stream running pressure waves „P¿ and PÀ….

Fig. 3 Unsteady aerodynamic plunge force on the DFVLR tran-
sonic rotor, computed at several reduced frequencies „sym-
bols … and plotted against reduced-order model results „solid
lines …. Dashed lines show assumed frequency predictions,
which are constant with frequency.
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assumed-frequency method would introduce an error of about ten
percent in unsteady forcing. However, at an interblade phase angle
of 270 deg, there is strong frequency dependence. Using the un-
steady force calculated atv50.1 would introduce an error of 36
percent at 0.09 and 30 percent at 0.11. The reduced-order model,
on the other hand, tracks this strong variation of blade force mag-
nitude. At 0.09 the reduced-order model error is nine percent, at
0.1 it is 12 percent, and at 0.11 it is 18 percent. Thus the model
trades fidelity at the assumed frequency for better reproduction of
the CFD results over a broad range of frequencies, at the expense
of additional computations. One could further improve the accu-
racy by incorporating additional POD modes in the reduced-order
model. This would require no additional snapshot computations,
but would make the resulting model order higher.

As the range of frequencies of interest broadens further, the
disparity between the two models becomes more severe. Figure 3
shows that the low-order model faithfully reproduces the CFD
force results over the entire range of interblade phase angles and
frequencies it is designed to model.

Example 2: Forced Response Comparisons.The low-order
model from the previous analysis can be coupled to a structural
model, to determine the effect of aerodynamics on system stability
and forced response. Such calculations can be compared to those
computed using an assumed frequency for both the forcing func-
tion and the blade motion.

To create a coupled system, the structural dynamics are first
represented by a system of ODEs forced by aerodynamic blade
forcesy ~from the aerodynamic model!, whose states/outputs are
the blade displacements and motionsu:

u̇5Su1Ty. (11)

This structural model is then coupled to the aerodynamic
reduced-order state-space system~9!,~10!. The coupled system is
as follows:

F v̇
u̇G5F A B

T C S
G•Fv

uG1FE0G•d. (12)

Note that the coupling of the low-order model to the upstream
and downstream flowfields is not explicitly shown in this equa-
tion. If the perturbation flow inputs at the boundaries are assumed
to be zero or are prescribed~for forced response analysis!, and the
perturbation flow outputs are not allowed to excite any external
dynamical systems~such as duct acoustics!, the system is un-
coupled to the upstream and downstream flow fields, i.e., the
boundaries are nonreflecting.

The eigenvalues of this system can be compared to those com-
puted using aerodynamic influence coefficients computed at the
blade natural frequency ofv50.1. Figures 4 and 5 show that both
methods yield similar eigenvalues over a broad range of inter-
blade phase angles, but in the critical region near a nodal diameter
of 15, the methods differ by ten percent in frequency and 50
percent in damping. For a mode withl nodal diameters, the cor-
responding interblade phase angle iss52p l /r , where r is the
number of blades~in this exampler 520!. The model 515 there-
fore corresponds to an interblade phase angle of 270 deg. To show
that the reduced-order model yields higher fidelity results, the
influence coefficients are recomputed atv50.09, and the result-
ing eigenvalues are also shown in Fig. 5. Note that the eigenvalue
at l 515, whose frequency is about 0.09, matches that predicted
by the low-order model~this is also shown in Fig. 4!, and the
eigenvalue atl 516 is more poorly predicted than in either of the
previous calculations.

The effect of the change in eigenvalues on the forced response
behavior is shown in Fig. 6. To obtain these results using the
assumed-frequency method, influence coefficients must be com-
puted for the specific forcing function being modeled. A sinu-
soidal axial velocity defect with 15 nodal diameters
(s5270 deg), rotating at a nondimensional frequencyv50.1,

was applied in the CFD code, assuming no blade motion. The
CFD results were incorporated into the assumed-frequency model,
resulting in a model that assumes both the temporaland spatial
frequency of the excitation. Both models were then excited at the
same nodal diameter over a range of temporal frequencies. The
resulting blade displacement predictions illustrate the inaccuracies
that result from assuming the temporal forcing frequency; similar
inaccuracies result from assuming the nodal diameter and spatial
shape~sinusoidal! of the forcing.

Figure 6 shows that the assumed-frequency method introduces
error in two ways. First, because it underpredicts the frequency of
the coupled system eigenvalue, the peak forced response is at a
lower frequency than the actual peak. The response of the coupled
system at the forcing frequency is thus underpredicted. Second,
because the damping ratio is overpredicted, the overall response is
less severe. The combined effect is a 26 percent underprediction
of the forced response atv50.1 when compared to the reduced-
order model. The peak response of the system is underpredicted
by about 20 percent. Our conjecture is that the errors introduced
by the assumed-frequency method would be even higher for lower
system damping ratio, because the frequency peaks would be nar-
rower and more sensitive to small changes in damping ratio.

To show that the reduced-order model results are correct, the
aerodynamic influence coefficients were recomputed at an as-

Fig. 4 Comparison of eigenvalues obtained using reduced-
order model and assumed-frequency method

Fig. 5 Comparison of damping and frequency of eigenvalues
obtained using reduced-order model and assumed-frequency
method
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sumed frequency of 0.09, which is much closer to the actual ei-
genvalue frequency for the fifteenth nodal diameter mode. The
computed forced response is very close to that computed by the
reduced-order model, and the eigenvalue for the 15th nodal diam-
eter mode is much closer to that predicted by the reduced-order
model as shown by the asterisk on Fig. 4. Note that applying the
assumed-frequency method iteratively would probably yield the
correct answer, but would require at least two additional iterations
if the reduced-order model information were not available. We
avoid the iterative procedure by encapsulating several CFD runs
into one low-order model. Similarly, determining the effect of
various nonsinusoidal forcing functions is cumbersome using
assumed-frequency methods, but straightforward using reduced-
order models.

Example 3-Multistage Analysis. Our model order reduction
procedure incorporates two important features—a model whose
complexity is consistent with a user-specified range of validity,
and a structure that allows blade rows to be coupled to their sur-
roundings. To illustrate how these two features are exercised in a
multistage analysis, this example analyzes a low-speed compres-
sor stage, comparing the stability and response properties of a
rotor before and after the inclusion of an upstream stator row.

Our example is the low-speed compressor stage described at the
beginning of this section, which has a nondimensional period of
T5316 for one rotor revolution. Because the Mach number of this
example is low, the system’s actual reduced frequency is quite
high; for this example we choose a lower reduced frequency
(k50.5) to increase the interaction between the structural dynam-
ics and aerodynamics.

To create a multistage model, the rotating and stationary blade
rows must be coupled. To accomplish this, reduced-order models
for each blade row are first developed in the relative reference
frame using the Arnoldi-based approach~see Appendix!. The
models are then coupled in a time-marching simulation by moving
the grids at each time step. The generalized boundary conditions
in the reduced-order models for each blade row allow them to
communicate as shown in Fig. 2. The resulting system is time
varying because of the relative motion of the blade rows.

To look at the blade force during transients, a time marching
simulation is performed with no coupling of the aerodynamic
force to the structure. The first blade of the compressor is pre-
scribed to execute a pulse-like plunging motion, which excites all
reduced frequenciesk,11 ~see Willcox@10# for details!.

The resulting aerodynamic plunge force on the blade is plotted
in Fig. 7 for the rotor-only and the rotor-stator case. In the rotor-
only case, the pulse input results in an initial plunging force on the

blade. Subsequent to this, there is a reaction force due to the
impedance of the overall fluid system, which persists for approxi-
mately 0.3 rotor revolutions. When the stator is coupled to the
system, the picture changes in two ways. First, a periodic force is
superimposed on the basic response, whose frequency corre-
sponds to the blade passing frequency between the stages. Second,
the response of the system is sustained over a much longer period
of time, indicating that the phase properties of the fluid dynamic
system have changed.

The blade forces are next examined for the coupled aerostruc-
tural system. Figure 8 shows the coupled system’s response when
the first blade is given an initial deflection, and the system is
allowed to ‘‘ring down’’ over multiple rotor revolutions. The ini-
tial condition excites all interblade phase angles simultaneously,
so the response will evolve toward the least stable interblade
phase angle as time proceeds. The decaying oscillations that exist
for the rotor only become sustained oscillations when the stator is
added, with superimposed high frequency forces due to the stator
passing.

Fig. 6 Displacement response of the transonic rotor to excita-
tion over a broad range of reduced frequencies

Fig. 7 Aerodynamic force on blade 1 of the low-speed rotor
due to a prescribed pulse input on its plunge displacement.
Blades are considered rigid for this run.

Fig. 8 Force on every blade of low-speed rotor due to an initial
displacement of the coupled system. The structure and aerody-
namics are coupled in this run. Solid—with stator, dashed—no
stator.
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Although the system we have created is time varying, so that
linear time invariant analyses are not strictly valid, a crude stabil-
ity analysis can be performed by computing the frozen-time ei-
genvalues over the range of relative positions of the blade rows.
Figure 9 shows the eigenvalues computed in this way, comparing
the rotor-only eigenvalues and the eigenvalues for the stage with a
stator-rotor gap of 47.5 percent of the rotor chord. Note that the
rotor-stator eigenvalues appear in closely packed clusters, indicat-
ing that the system is only weakly time-varying. All of the eigen-
value clusters lie entirely in either the left or right half-plane, so
stability of the system is assumed to depend on the locations of
these clusters. Based on this assumption, Fig. 9 indicates that the
eigenvalues associated with a nodal diameter ofl 515 ~interblade
phase angle of 337.5 deg! are destabilized by bringing the stator
into the proximity of the rotor. This explains the difference be-
tween the responses in Fig. 8.

Discussion and Conclusions
Because the models created using projection methods are much

lower order than their CFD counterparts, modeling the behavior of
entire compressors is feasible. Such modeling must be done with
a clear goal in mind, so that the appropriate range of validity is
built in to the reduced-order models. But because the procedure is
systematic, and because the low-order models allow interconnec-
tion of upstream and downstream impedance conditions, one can
envision a design system that allows many types of interactions to
be studied using the same baseline codes.

In the examples presented in this paper, we showed potential
areas where such a design system would allow higher fidelity,
more complete aeroelastic analysis to be carried out. The fact that
the solutions obtained using reduced-order models capture the
CFD results better than those obtained with simpler models is not
surprising: more detailed information is computed and incorpo-
rated, yielding improved results in a direct way.

While derivation of models using the POD technique will in
general be as expensive as an assumed-frequency approach, the
Arnoldi method can be used efficiently to derive high-fidelity
reduced-order models. For example, withr blades, we require just
r matrix factorizations to obtain the Arnoldi reduced-order model.
The assumed-frequency method will requirer factorizations per
frequency iteration, while the POD requiresr factorizations per
snapshot frequency. To obtain an accurate model, the number of
snapshot frequencies will be comparable to~or may exceed! the
number of frequency iterations one might use to obtain the desired
fidelity using an assumed-frequency approach. Clearly, the Ar-
noldi method is more desirable; however, it is a new approach and
has not yet been implemented for all types of problems. Hence we

have obtained some of the results here using the more expensive
POD. For a more complete comparison of POD and Arnoldi meth-
ods, see Willcox et al.@9#.

Using either the POD or Arnoldi approach, the resulting models
are valid over a~chosen! range of frequencies for general forcing
inputs. Methods that assume both the shape and frequency of
motion and forcing have unknown, potentially small ranges of
validity. In contrast, reduced-order models can be used over the
appropriate frequency range with the confidence of the original
high-fidelity CFD code. Whether the improvements obtained are
worth the computational effort remains to be determined, and will
depend on the specific problem considered. Therefore the question
of whether reduced-order models are necessary and cost effective
is not addressed here; we have instead demonstrated the follow-
ing:

• Model order reduction can be applied in a generalized frame-
work that is independent of the CFD code used. This capability is
achieved through the use of canonical snapshots of the flow, rather
than eigenvalue analyses or methods involving frequency domain
fitting. Using this framework, application of reduced-order mod-
eling to a turbomachinery Euler code was demonstrated for the
first time.

• A variety of problems can be studied using reduced-order
modeling, provided that the range of desired model validity is
carefully defined. In particular, analyses involving multiple simul-
taneous effects, broadband temporal/spatial excitation, or multiple
stages are feasible.

• Because of their matrix ordinary differential equation form
~also known as ‘‘state space’’ form!, reduced-order models can be
easily introduced into existing aeroelastic analyses. This allows
one to assess the impact of assumed-frequency models on fidelity,
and easily incorporate additional computational results into the
analysis when warranted.

• Initial results using realistic blade rows indicate that the fi-
delity of existing aeroelastic methods may in fact be insufficient,
especially if the blade row is assumed to be isolated. Further
research is required in this area.
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Appendix
Some details of the steps outlined in the discussion of model

order reduction procedures are given in this Appendix. For further
details, see Willcox@10#.

Generation of Snapshots. Typically, projection methods for
model order reductions begin withsnapshotsof the flow field
obtained from a time-marching simulation. This is impractical for
an entire bladed disk, and unnecessary for linearized flows. A
more efficient approach is to decompose the forcing and aerody-
namic response into spatial and temporal Fourier modes, as is
typical in aeroelastic analysis. Blade motion is decomposed intor
discrete spatial Fourier modes with interblade phase angles
s j52p j /r , wherer is the number of blades in the compressor,
and an infinity of temporal frequenciesvk . External disturbance
forcing is similarly viewed as a summation over an infinite num-
ber of spatial and temporal modes with frequenciess j ~now for
any j since the disturbance is a continuous function! and vk ,
respectively. Blade motionu and disturbancesd are thus written
for any blade passagen as follows:

un
jk~ t !5ũjkeivktei ~n21!s j (13)

dn
jk~b,t !5d̃jkeivktei ~n21!s j (14)

Fig. 9 Eigenvalues of the low-speed rotor. Eigenvalues are
numbered by their nodal diameter „sÄ2p1Õ16….
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whereb denotes the boundary along whichd is defined for a given
blade passage. The corresponding perturbation flow solution in
each passage will also be harmonic of the form

Un
jk~x,t !5Ũjk~x!eivktei ~n21!s j , (15)

where the vectorUn represents the unknown perturbation flow
variables associated with bladen. Thus if the response of the first
blade (n51) is known, the response of all subsequent blades can
be determined by using~15!. Therefore we solve the linearized
Euler Eq.~7! in the first blade passage only, casting them in the
frequency domain as

@ ivk2Aj #Ũjk5Bũjk1Ed̃jk , (16)

whereAj represents the the original matrixA in Eq. ~7! modified
to to impose complex periodicity of the solution; i.e., the solution
must be identical if phase shifted by the interblade phase angle
s j . Solutions of the frequency domain CFD Eqs.~16! provide
images of the unsteady flow field at each temporal frequencyvk ,
for each spatial frequencys j . The real and imaginary parts of
these images form the snapshots for the projection analysis.

Although ~16! implies that the snapshots are taken at imposed
sinusoidal motions, as in assumed-frequency methods, this is
merely a means of exciting the system dynamics to obtain a
reduced-order subspace~next section!. In the final projection step,
all of the dynamics are projected onto this subspace, and a
reduced-order model is obtained that is approximately valid for
any general forcing function, provided its frequency content lies
within the values ofvk sampled.

Generation of an Optimal Set of Basis Vectors. To obtain
the reduced-order model, the unknown flow solution vector is
projected onto a small number of orthonormal basis functions
$C i%, so that the flow dynamics can be represented as

U8~ t !5(
i 51

m

v i~ t !C i . (17)

If the basis set is chosen to be efficient, it can accurately represent
the flow dynamics even thoughm is small. The following subsec-
tions outline two alternative methods to create the basis set.

Proper Orthogonal Decomposition.The POD computes a ba-
sis set by seeking functions which optimally represent the flow
solution U8(t). More specifically, they maximize the following
cost ~@14#!:

max
F

^u~U8,F!u2&
~F,F!

5
^u~U8,C!u2&

~C,C!
, (18)

where (U8,C) denotes the inner product of the basis vector with
the field U8(t) and ^ & represents a time-averaging operation. It
can be shown that a necessary condition for~18! to hold is thatC
is an eigenfunction of the kernelK defined by

K~x,x8!5
1

n (
i 51

n

Ui~x!Ui~x8!, (19)

whereUi(x) is the instantaneous perturbation flow field or snap-
shot at a frequencyv i , and the number of snapshotsn is suffi-
ciently large~@15#!. The eigenvectors ofK are of the form

C5(
i 51

n

BiUi , (20)

whereBi have been shown to be the eigenvectors of the eigen-
value decomposition of the correlation matrixC:

CB5LB (21)

where the correlation matrixC is given by

Ci j 5
1

n
~Ui ,Uj !. (22)

The function that achieves the maximum in~18! corresponds
to l1 , the largest eigenvalue ofC ~@15#!, and is constructed using
the eigenvector associated withl1 via the equation
C15( j 51

n b j
1Uj , where Bi5@b1

i b2
i . . . bn

i #. Subsequent func-
tions correspond to the eigenvaluesl i ordered according to size:
l1>l2> . . . >ln . The subspace spanned by the resulting vec-
tors C i minimizes the ‘‘averaged energy’’ or the 2-norm of the
error between the exact and projected data.

Arnoldi-Based Approach. An alternative approach for com-
puting an efficient basis is to approximately match the transfer
functions of the low-order system to those of the high-order sys-
tem. The transfer function of the high-order system~7!, ~8! for a
single inputu and single outputy is

H~s!5c~sl2A!21b, (23)

which can also be represented as a rational function

H~s!5
N~s!

D~s!
, (24)

where the numeratorN(s) and denominatorD(s) are both poly-
nomials ins. A qth order Pade´ approximation to the transfer func-
tion is defined as

Hq~s!5
bq21sq211 . . . 1b1s1b0

aqsq1aq21sq211 . . . 1a1s11
, (25)

where the 2q coefficientsaj , bj , are selected to match the first
2q terms in a McLaurin expansion of the transfer function~23!,
written

H~s!52(
k51

`

mks
k (26)

where

mk5cTA2~k11!b (27)

is called thekth moment ofH(s). The qth order Pade´ approxi-
mation ~25! can be constructed via the Lanczos process and will
match the first 2q moments ofH(s) ~@16#!. However, this process
carries with it no guarantees concerning the stability properties of
the approximation.

Another option is to use the Arnoldi method to generate a set of
vectors which spans theqth order Krylov subspace defined by

Kq~A,b!5span$A21b,A22b, . . . ,A2qb%. (28)

This set ofq ‘‘Arnoldi vectors’’ matchesq moments of the system
transfer function, only half the number matched by the Pade´ ap-
proximation. However, since the Arnoldi approach has the advan-
tage of generating a congruent transformation, in many cases it
generates models with guaranteed stability.

It is also possible to reduce systems with multiple inputs using
the block Arnoldi method. For example, if we consider a system
with two inputsu1 andu2 ,

U̇85AU81b1u11b2u2 , (29)

then the block Arnoldi method is used to generate vectors which
span the Krylov subspace

Kq~A,b1 ,b2!5span$A21b1 ,A21b2 ,A22b1 ,A22b2 , . . . ,

A2qb1 ,A2qb2%. (30)

We also note that it is not necessarily the firstq moments which
must be matched. If we were to consider a Taylor series expansion
of the transfer function about some nonzero value ofs, a model
could be obtained which would give a better approximation of the
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system dynamics for higher frequencies. These multiple frequency
point Arnoldi methods are described in Grimme@17#.

Projection of Equations Onto Optimal Basis. Once the ba-
sis vectorsC i have been computed, by whichever method chosen,
the assumed expansion for the perturbation solution~17! is sub-
stituted into the governing Eqs.~7!. Making use of orthogonality,
a system of ordinary differential equations for the modal coeffi-
cients is obtained as follows:

dv i

dt
5C i

TA(
j 51

m

v jC j1C i
TBu1C i

TEd. (31)

Since solutions at different interblade phase angles are orthogo-
nal to one another, the system of Eq.~31! can be constructed for
each value ofs j and combined to form a block diagonal state-
space system for the entire bladed disk. For each pair of interblade
phase angles6s j , a set of equations is obtained which has the
following form:

v̇s j
5As j

vs j
1Bs j

us j
1Es j

ds j
. (32)

In ~32! the aerodynamic state and input vectors are given in inter-
blade phase angle coordinates, whereas we require the blade mo-
tion to be expressed in blade coordinates for coupling with a
structural model. Therefore we perform a transformation from
traveling wave to standing wave coordinates as described in Du-
gundji and Bundas@5#, which can be writtenus5Tu. As a result,
the block diagonal state-space matrixBs becomes block circulant.
The final set of aerodynamic equations can then be written

dv

dt
5Av1BsTu1Ed (33)

and

y5Cv, (34)

wherev contains the aerodynamic states for all interblade phase
angles and the matrixA is block diagonal with the submatrices
As j

. The vectory is any desired output, but for the problems
considered here contains the forces and moments acting on the
blades, and outgoing perturbation waves at the passage inlet and
exit.

Note that static corrections may be used to aid in capturing
high-frequency dynamics as described in Romanowski and Dow-
ell @18#. This was done for the POD model presented here. In this
case the reduced-order model has a slightly different form. The

static correction functions are particular solutions of the flow sys-
tem and are precomputed by solving for steady flows with unit
boundary conditions on blade position, velocity, and external dis-
turbance.
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Rotor/Seal Experimental and
Analytical Study on Full Annular
Rub
Rotor/seal full annular rub, including synchronous (forward) and reverse (backward)
precessions, has been investigated both experimentally and analytically. Of particular
interest is the finding of reverse precessional full annular rub (dry whip) that occurs
repeatedly in small clearance cases without any outside disturbance. The experimental
results include rub triggering mechanism, mass unbalance, and rotative speed effects. A
simplified mathematical model is used to interpret experimental results. Nonlinear solu-
tions for both synchronous and reverse precessions are obtained along with instability
zones. Mass unbalance effect on shifting from synchronous response to reverse rub and
destabilizing factors such as dry friction, rotor damping, and seal stiffness, are discussed.
@DOI: 10.1115/1.1416691#

1 Introduction
Rotor to stationary part rubbing is a serious malfunction in

rotating machinery that may lead to a machine catastrophic fail-
ure. The physical contact of the rotating shaft with a stationary
element, which in the normal operation should not occur, involves
several major physical phenomena, such as friction, impacting,
and modification of the system stiffness. As a result of rub, the
machine normal operation is affected.

The rub is a secondary phenomenon resulting from a primary
cause, such as rotor high lateral vibrations and high lateral dis-
placement of the rotor centerline due to misalignment or working
fluid-related constant radial forces. The trend to increase effi-
ciency of fluid-handling machines leads to minimizing rotor/seal
clearances, which in turn creates a higher hazard of rubbing.

There are mainly two types of rub. In the ‘‘light partial rub’’
~@1,2#!, the contact forces are minimal. The rotor occasionally
touches the stationary element and maintains contact during a
fraction of its precessional period. It is usually not too dangerous
to the integrity of the machine. The second, and more serious
phenomenon in its destructive effects to the machine, is a full
annular rub~@3#!, which can occur in seals or in auxiliary bearings
~@4#!. During full annular rub, the rotor maintains contact with the
seal continuously or almost continuously. Self-excited reverse pre-
cessional full annular rub, known as ‘‘dry whip,’’ is more severe
than synchronous full annular rub.

Recently, Yu et al.@5# and Goldman and Bently@6# have con-
ducted experimental and analytical studies on the full annular rub,
which has been a subject of many papers. Muszynska@7# did
literature survey on this subject. Black@8# examined the synchro-
nous interaction of a rotor and stator due to contact across a clear-
ance annulus. Ehrich@9# indicated that ratio of reverse whirl fre-
quency to natural frequency only depended on stator-to-rotor
natural frequency and damping ratios. Muszynska@3# discussed
full annular rub with a 2-degree-of-freedom model and presented
measured results of reverse precessional rub triggered by external
impacts. Lingener@10# and Crandall @11# demonstrated dry-
friction whirl and whip for a case when ratio of rotor radius to
radial clearancer /Cr reached 2.66. Childs@12# summarized their

work and indicated that dry-friction whirl and whip were only
likely to occur at a large clearance and that triggering of contact
normally required an outside disturbance.

However, new experiments show in this paper that this type of
self-excited reverse precessional rub with an almost constant fre-
quency can be ensured to occur in a rotor kit attached with a seal.
No outside disturbance or impact is needed to trigger the reverse
precession. Moreover, it has been found that reverse precessional
rub can even occur for small clearance cases where ratio of rotor
radius to radial clearancer /Cr reaches 40.

This paper presents the results of experimental and analytical
studies on rotor/seal full annular rub. Both synchronous and
reverse precessions are included, with emphasis on the latter and
the transition from the former to the latter without any outside
disturbance.

2 Test Rig
As shown in Fig. 1, a shaft with the diameter and length of

0.01m and 0.56m, respectively, was supported by two brass bush-
ing bearings and driven by a 75 W motor. One or two
0.8-kg disks were attached to the shaft in the midspan. A seal was
located at the outboard side of the shaft. The seals used in the
experiments were either tightly or flexibly fitted with an ‘‘O-ring’’
in the seal support. The rotor was originally centered in the
seal and well balanced. A known mass unbalance was then added
to one of the disks at the radius of 0.03 m. Without contact with
the seal, the rotor first balance resonance speed of synchronous
~13! motion was around 1500 rpm with two disks attached, and
around 2000 rpm with only one disk. Slight system anisotropy
existed for both uncoupled~without a seal contact! and coupled
~with a seal contact! rotors. Teflon™ and bronze seals with
diametral clearances varying from 250 to 1000mm were used.
The data acquisition and processing system consisted of fourXY
displacement proximity probes~probes 1 and 2 were located
near the seal, and probes 3 and 4 were close to the rotor midspan!,
one speed probe and one Keyphasor® probe for speed and phase
measurement.

The coefficient of static dry friction between steel and Teflon
surfaces, as quoted from a handbook, is usually less than 0.1.
During the experiment, however, a high contact force and friction-
related heat severely deformed the Teflon seal and changed the
normal contact direction on the rotor/seal surface, thus yielding a
high equivalent friction coefficient. The reverse precessional full
annular rub, accompanied by a higher contact normal force, cor-
responded to a higher value of the equivalent coefficient of sliding
friction than the forward precessional rub.

1To whom correspondence should be addressed.
Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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3 Experimental Study

3.1 Synchronous„Forward Precessional… Rub. When the
friction between the shaft and the seal was not high~such as cases
where the contact surface is contaminated with oil!, the rotor 13
forced response to mass unbalance was the major vibration com-
ponent during runup and rundown. This regime is also called the
‘‘synchronous rub.’’ An interaction with the seal was seen in the
first-balance-resonance speed range. When the rotor/seal contact
occurred, the seal started acting as an additional bearing, thus
yielding a coupled rotor/seal system with increased stiffness and

natural frequencies. The rotor slid along the seal surface without
rolling at a particular speed. Since the friction force was small, the
rub resulted in only minor surface damage.

Figure 2 shows the direct and 13 Bode plots of rotor horizontal
~X-direction! responses during runup and rundown, with and with-
out rubbing. Due to differences in the rotor angular acceleration,
the runup and rundown curves differ slightly without contacting
the seal. In the range of the original resonance, responses changed
when rubbing was involved. The resonance range of speeds was
much wider during the runup than rundown. Peak response am-

Fig. 1 Rotor Õseal full annular rub test rig

Fig. 2 Comparison of rotor lateral responses of the two-disk rotor during runup and rundown tests with Õwithout rubbing, respec-
tively. Teflon seal with diametral clearance of 500 mm; two disks with mass unbalance of 1.1 grams at 0 degree. „a… Direct
responses, „b… 1Ã Bode plots near the seal location. An insert in „a… displays the rotor orbit indicating multicontact intermittent
rub.
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plitudes were reduced due to the seal acting as a bearing. In this
case, the rotor was not in contact with the seal continuously. The
orbit in Fig. 2 shows that the rotor bounced inside the seal, but it
maintained the forward precession. As the rotative speed in-
creased or decreased, the rotor conditions changed from non-
contact to contact and then to noncontact again, with jumping
amplitude.

During rundown changes in 13 phase values were minor, but
there was a clear amplitude ‘‘jump-up’’ discontinuity phenomenon
which was often overlooked. The fact that a sudden decrease in
13 amplitude~see Fig. 2!, accompanied by onset of other fre-
quency components when the rotor was just contacting the seal
during rundown, indicates an impact due to amplitude discontinu-
ity. Figure 3 makes it clear that a ‘‘jump-up’’ did exist during
rundown. In this case, lubrication oil was dropped onto the contact
surface to avoid severe reverse precessional rubbing. Unlike the
case in Fig. 2 where the contact surface was not fully lubricated,
the rotor orbit pattern in Fig. 3 was very smooth. The rotor
‘‘bounce’’ pattern depended significantly on surface friction.

During rubbing there was a ‘‘third bearing’’ effect, as described
by Yu et al. @5#. The rotor mode shape was changed due to this
physical restriction.

3.2 Reverse Precessional Rub.Without an outside distur-
bance, reverse precessional full annular rub occurred repeatedly
for the ratio of rotor radius-to-radial clearancer /Cr ranging from
10 to 40. Around the resonance speed, synchronous forward pre-
cessional rub developed into reverse precessional full annular rub
when rotor/seal surface friction was high. Once generated, the
reverse precessional rub could be sustained over the whole speed
range as long as slippage was maintained between the contact
surface. With a hammer impact, the reverse rub could be disen-
gaged at nonresonance speed, and engaged above very low speed
~for instance, ten percent of the resonance speed!.

3.2.1 Rub Triggering Without Outside Disturbance.Figures
4~a! and 4~b! show the transition process from the synchronous
forward precessional rub to reverse precessional full annular
rub. When the rotative speed was approaching the first balance
resonance, the rotor started bouncing inside the seal, showing
elliptical orbits slowly rotating their major axes due to lateral
stiffness anisotropy effect. Multicontact intermittent rub came first
with forward precessional orbits. Afterwards, reverse-dominant
precession occurred from around 1550 rpm to 1650 rpm. Then
suddenly, around 1700 rpm, the full annular rub appeared at a
frequency of 2300 cpm. The much higher vibration component
in reverse frequency~22300 cpm! than that in forward frequency
~2300 cpm!, as shown in Fig. 4~b!, also indicates an almost
circular reverse orbit motion. With the increase in rotative speed,

the rubbing frequency remained almost unchanged, though the
amplitude was slightly increased due to thermal expansion of
the seal.

The reverse precessional full annular rub could also be trig-
gered during rundown after the rotor contacted the seal near the
resonance speed~see Fig. 5!. Then the rub was maintained until
very low speed, replacing the synchronous 13 motion.

3.2.2 Mass Unbalance Effect.For the same experimental
setup as it is discussed in Section 3.2.1, when the amount of mass
unbalance was reduced to 0.4 grams, the reverse precessional full
annular rub was not generated although the rotor bounced inside
the seal around the resonance speed.

In addition to triggering of reverse precessional full annular
rub, amount of mass unbalance can also affect the starting point of
the rub in terms of rotative speed, as shown in Fig. 6 where the
seal clearance was 250mm. The first resonance speed of the origi-
nal uncoupled rotor system was around 2000 rpm. In this case, for
lower mass unbalance, the reverse rub occurred after the reso-
nance speed, while for higher mass unbalance it occurred before
the resonance speed, with the same precessional frequency of
3120 cpm. Although the rotor with higher mass unbalance started
to contact the seal at around 1600 rpm, the reverse rub was not
engaged quickly until around 1900 rpm where an increasing
contact force due to synchronous 13 rub motion was able to
trigger it.

3.2.3 Rotative Speed Effect.Once generated, the reverse pre-
cessional full annular rub could not be disengaged by changes in
rotative speed unless at very low speed where slippage could not
be maintained. Figures 7~a! and 7~b! show a waterfall plot and
direct response, respectively, for an entire running period, includ-
ing startup and shutdown. The reverse full annular rub started
around 1600 rpm during runup. A frequency of 2280 cpm~38 Hz!
and amplitude of around 1270mm ~50 mils! were maintained with
the increase of speed until 2500 rpm. They were also maintained
during almost entire rundown. As the speed decreased to around
500 rpm, the amplitude started to decrease slightly for lack of
energy. The vibration frequency was accordingly reduced due to
the reduced seal stiffness resulted from the decreased amplitude
and contact force. Figure 7~c! shows the reverse rub at rotative
speed of 170 rpm. The reverse full annular rub did not vanish until
at speed of 120 rpm~compared with resonance speed of around
1500 rpm!. Above 120 rpm, a hammer impact could easily gener-
ate the reverse rub, and also release it.

The ratio of reverse rub frequency to speedv/V was always
less than the ratio of radius to radial clearancer /Cr ~513.3 in this
case!. Assuming that the seal vibrates harmonically at the same
frequencyv, the relative slip velocity~@5#! can be given by

Dv5rV2Crv5CrVS r

Cr
2

v

V D . (1)

Figure 8 shows the slippage that occurred in Fig. 7. It was found
that the relief of reverse rub occurred near zero slippage velocity
where the friction force was approaching zero and could not bal-
ance the damping force. Obviously, the slip velocity was propor-
tional to the rotative speed, thus yielding more wear and heat
between the rotor and the seal at higher speed. When the slippage
could not be maintained asr /Cr approached the ratiov/V at low
speed, as shown in Fig. 8~b!, the rotor disengaged from the seal
and the reverse rub then ceased.

Fig. 3 Synchronous rub showing that amplitude jumps down
during runup and jumps up during rundown. Teflon seal with
diametral clearance of 1000 mm; one disk with mass unbalance
of 1.6 grams.
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Fig. 4 Process of generating reverse precessional rub „self-excited vibration, also called ‘‘dry whip’’ … without any outside dis-
turbance. Two-disk rotor ÕTeflon seal diametral clearance of 500 mm with mass unbalance of 0.5 grams.
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4 Analytical Study

4.1 Mathematical Model. A simplified mathematical
model of the rotor/seal system is shown in Fig. 9, which reflects a
contact through the rub-related normal force and dry friction when
the rotor response amplitudeuru is higher than the radial clearance
Cr . The equation of motion can be given by

M r̈1D ṙ1Kr5MhV2ej w2
Ksr

2
~11 j f !F S 12

Cr

uru D1U12
Cr

uruUG
(2)

where r5x1 jy , j 5A21, M, D, K are modal mass, damping,
and stiffness of the rotor system without rub,h is a center of mass
eccentricity,w5Vt, Ks is a stiffness added to the system due to
the contact with the stator, andf is a friction coefficient between
the rotor and the seal. Equation~2! can be rewritten in nondimen-
sional form as

w912§w81w5an2ej w2
pw

2
~11 j f !F S 12

1

uwu D1U12
1

uwuUG
(3)

where

w5r /Cr ,n5AK

M
,t5nt,w85

dw

dt
,w95

d2w

dt2 ,

§5
D

2AKM
,a5h/Cr ,n5V/n,p5Ks /K.

4.2 Synchronous Response and Stability.Equation~3! al-
lows for the following synchronous response in the noncontact
case:

w5
an2

12n212 j §n
ejnt, if uwu5

an2

A~12n2!214§2n2
<1.

(4)

Obviously, if a,2§A12§2, the contact will never occur. Ifa
.1, the contact will be reached at the rotative speed below the
natural frequency, and will never cease.

In the case of contact between the rotor and the seal, assume
synchronous response in the form

w5Aej ~nt1a!. (5)

Substitution of Eq.~5! into Eq. ~3! yields the following solution:

A5
1

S Fp
cos~d1b!

cosd
6Aa2n42p2

sin2~d1b!

cos2 d G
(6)

tana5
ASsinb1p tand

AScosb2p

where

S5A~12n2!214§2n21p2/cos2 d12p@~12n2!12§n tand#

tanb52
2§n1p tand

12n21p
, tand5 f .

The second solution with the sign ‘‘2’’ is unstable~as it can be
shown later based on the characteristic equation!.

The stability of Eq.~6! needs to be examined by introducing a
small perturbationw1(t) as follows:

w5Aej ~nt1a!1w1 . (7)

Fig. 5 Reverse precesional rub triggered during rundown. One-disk rotor ÕTeflon seal diametral clearance of 1000 mm with mass
unbalance of 1.1 grams.

Fig. 6 Effect of mass unbalance on the starting point where
reverse full annular rub occurred without any outside dis-
turbance. One disk rotor, Teflon seal diametral clearance of
250 mm.
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Fig. 7 Reverse precessional rub versus time and speed during the whole running process including runup and rundown. One
disk rotor, Teflon seal diametral clearance of 750 mm.
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Assuming that the rotor/seal contact is maintained all the time,
the linearized equation for a small perturbation can be given by

w1912§w181F11
p

cosd S 12
1

2ADej dGw1

1
p

2A cosd
w̄1ej ~2w12a1d!50 (8)

wherew̄1 is complex conjugate ofw1 . To avoid solving differen-
tial Eq. ~8! with periodic coefficients, the perturbationw1 can be
expressed in the rotating frame as

w15~j1 j h!ej ~w1a!. (9)

The eigenvalue solution can be written as

j5C1ext, h5C2ext (10)

wherex is an eigenvalue,C1 , C2 are components of an eigenvec-
tor. A substitution of Eqs.~9! and ~10! into Eq. ~8! yields the
following characteristic equation:

~x1§!41A2~x1§!21A1~x1§!1A050 (11)

where

A252~11n22§21pF!; A154np fF;

A05~12n22§2!212pF~12n22§2!2p2~11 f 2!~122F!;

F512
1

2A
.

For the case of contact-noncontact situation, a characteristic
equation can be generalized from Eq.~11! by assuming

p5H 0, if uwu<1;

p, if uwu.1.

Corresponding to the synchronous response given by Eq.~6!,
root locus plots based on Eq.~11! can be created. Figures 10–11
present these plots calculated for the case of damping factor
§50.025, unbalance ratioa5h/Cr50.2, stiffness parameterp
5Ks /K50.5. They differ only by the value of the dry friction
coefficient f. Figure 10 presents a root locus plot in case of low
friction ( f 50.1). It shows a situation when the synchronous for-
ward precession, after establishing full annular rub, remains stable
until the rotor jumps out of the contact against the seal. The un-
realized branch of amplitude-speed curve~the second solution in
Eq. ~6!! is unstable due to the real root turning positive. Figure 11
presents a case off 50.2, when synchronous forward precession
is stable at the beginning of rub, then becomes unstable and then
stable again with increased rotative speed. Note that after the con-

Fig. 8 Parameters of slippage of rotor against seal with changes in rotative speed; „a… reverse rub frequency, „b… ratio of reverse
frequency to speed, and „c… slip velocity

Fig. 9 Diagram of the rotor Õseal system with full annular rub
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tact between rotor and stator takes place, the rotor synchronous
response is stable, and then it becomes unstable. Figure 12 depicts
the case of high friction (f 50.3), when the synchronous response
is unstable from the start of rubbing. Figure 13 shows how the
stability of synchronous response changes with unbalance param-
etera. The boundary of instability region does not change witha,
but crossings of the synchronous response into instability zone are
affected.

Four analytically found roots are reflected on the root locus
plots in Figs. 10–12, with modifications due to friction. In general
two roots are complex conjugated at all rotative speeds. These two
roots can become unstable due to friction. This instability leads to
the reverse precessional rub observed in the experimental study.
The other two roots start as complex conjugated and then turn

real. Those two roots are not strongly affected by the change in
friction. That instability simply removes the possibility of the sec-
ond solution in Eq.~6!.

In order to investigate the stability boundaries of synchronous
response, the eigenvaluex is assumed purely imaginary (x
5 js). In this case Eq.~11! is equivalent to the following two
equations:

~11n22s21pF!224§2s214n§p fF24n2~12§21pF!

5p2@F21~11 f 2!~122F!#
(12)

sS 11n22s21pF1
f

§
npF D50.

Fig. 10 Root locus of synchronous response under full annular rub conditions. aÄh ÕCrÄ0.2, §Ä0.025, K s ÕKÄ0.5. Note that for
low value of friction coefficient, fÄ0.1, the synchronous response is always stable.

Fig. 11 Root locus of synchronous response stability under full annular rub conditions. aÄh ÕCrÄ0.2, §Ä0.025, K s ÕKÄ0.5, f
Ä0.15. Note that with rotative speed increase the synchronous response experiences transition from being stable to unstable then
to stable again.
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Obviously,s50 ands.0 satisfy Eq.~12!, and yield the bound-
aries of jump and dry friction related instability regions, respec-
tively.

For s50, its saddle-type instability boundary is given in terms
of rotative speed to natural frequency rationst j by

nst j
4 22nst j

2 ~11pF22§2!14nst j f p§F11

12pF2p2~11 f 2!~122F!50 (13)

whereF5121/(2A). The resulting curve ofA(nst j) is shown in
Fig. 13 where its encompassed area is marked with jump-related
instability region. This zero real root determines the boundary
between stable and unstable branches of synchronous full annular
rub response. During runup when the response reaches to this
curve, the rotor will jump down to end rubbing. During rundown
it will jump up, and its rub response will follow the first branch
~the first solution in Eq.~6!! once contacting the seal. Even if the

rotor is being held at a point along this curve, its rub response will
surely follow the first branch with decrease in rotative speed.

For s.0, its focus type instability boundary is given by

nst f
2 5§2

4§2~11pF!1p2@F21~11 f 2!~122F!#

p2f 2F224§2~11pF!
(14)

s2511pF1nst f
2 1nst fpF

f

§

whereF5121/(2A). Higher friction coefficientf corresponds to
a larger dry friction related instability region and makes lower
amplitude response go unstable.f 50.3 in Fig. 12, for instance,
makes the whole contact region unstable, thus making the bound-
ary A(nst f) less than 1 according to Eq.~14!. Whenf is increased
to 0.15, the instability boundaryA(nst f) becomes more than 1, as

Fig. 12 Root locus of synchronous response under full annular rub conditions. aÄh ÕCrÄ0.2, §Ä0.025, K s ÕKÄ0.5. Note that for
high value of friction coefficient, fÄ0.3, the synchronous regime is always unstable.

Fig. 13 Synchronous response for different values of unbalance parameter a with and without rub and its stability
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shown in Fig. 13. Considering the case where the boundary is
located within 1<A,`, the positive right-side term of the first
expression in Eq.~14! requires

f .2
§

p
A11p. (15)

This inequality is a necessary condition for dry-friction-related
instability to occur, as it can be easily confirmed in all the cases
shown in Figs. 10–13.

The dry friction related instability boundary can also be ex-
pressed in terms of unbalance parametera. The two crossing
points, as shown in Fig. 13, can be determined from Eqs.~6! and
~14! at a given valuea. Figure 14 shows that increase ofa makes
instability region larger for a given frictionf. It is important to
note that damping§ parameter plays a stabilizing role, while fric-
tion coefficientf and stiffness ratiop have destabilizing effect. For
different values of§ and p, similar figures as in Fig. 14 are ex-
pected. Qualitatively, the increase of parametersf andp, as well as
mass eccentricity ratioa, leads to the increase of the friction force
in the direction opposite to the rotation direction. That contributes
to the destabilization of the synchronous response that has a for-
ward direction. From Eq.~15!, which describes a necessary con-
dition of the reverse self-excited precession known as a ‘‘dry
whip,’’ minimum required friction coefficientf increases with the
rotor damping and decreases with stiffening of the seal. This result
shows the stabilizing nature of damping and destabilizing effect of
the seal stiffness.

4.3 Reverse Precession and Stability.Since mass unbal-
ance has no effect on maintaining the reverse precessional rub,
Eq. ~3! can be simplified into

w912§w81w1pw~11 j f !S 12
1

uwu D50. (16)

Assume a particular solution

w5Bej ~vt1b! (17)

whereB, v, can be determined from Eq.~16!, while b is arbitrary.
Two solutions satisfy Eq.~16!. One, however, shows a forward
precession and has an amplitude less than 1. The other meaningful
reverse precession solution is as follows:

v52S §

f
1A11

§2

f 2D , B5
p

Up22
§2

f 2 S 11A11
f 2

§2D U .

(18)

In order to investigate the stability of this self-excited solution,
a linearized equation for a small perturbation must be considered.
Following the procedure described in the previous analysis for
synchronous rub, a linearized perturbation equation in the rotating
frame with precession frequencyv can be derived by replacingn
with v. The characteristic equation is then given by

~x1§!41A2~x1§!21A1~x1§!1A050 (19)

where

A252~11v22§21pF!; A154vp fF;

A05~12v22§2!212pF~12n22§2!2p2~11 f 2!~122F!;

F512
1

2B
.

Substitution of Eq.~18! into Eq. ~19! yields

x$x314§x21~4§213v21p11!x

12§~p1113v2!12 f v~p211v2!%50. (20)

The zero root in Eq.~20! is caused by system autonomy and does
not affect stability. Substitution ofx5 js in Eq. ~20! yields the
following stability boundary:

s~s224§223v22p21!50
(21)

§

f
~2s223v22p21!5v~p211v2!.

Substitution of Eq.~18! into Eq. ~21! yields

§

f
5

p

2A11p
. (22)

Equation~22! determines the stability boundary of the self-excited
reverse precession region. Obviously, it is stable if

Fig. 14 Synchronous response instability boundaries for different values of f „§Ä0.025, pÄ0.5…. Instability leads to self-excited
reverse precession. Note destabilizing effect with increase of f .
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§

f
,

p

2A11p
. (23)

It coincides with the inequality~15!, which determines the neces-
sary conditions for the full annular rub synchronous response be-
coming unstable. Substitution of Eq.~18! into Eq. ~23! shows

uvu,A11p, or nuvu,AK1Ks

M
(24)

Equations~18! and ~24! show that self-excited reverse preces-
sional frequency is always higher than the natural frequency of the
rotor without rub and lower than the natural frequency of the rotor
with added seal stiffness~see Fig. 15!.

5 Conclusions
Based on experimental and analytical studies presented in this

paper, the following conclusions are stated concerning rotor/seal
full annular rub:

1 Reverse precession~dry whip! can occur without any outside
disturbance for small rotor/seal clearances. It is triggered near
resonance speed during runup or rundown after experiencing un-
stable synchronous rub. Its occurrence is enhanced with higher
mass unbalance for a given rotor/seal system.

2 Once generated, the reverse precession can be sustained with
almost the same frequency and amplitude over the whole speed
range until at very low speed when rotor/seal slippage cannot be
maintained. It can also be generated or released with a hammer
impact, independent of mass unbalance. Its frequency is between
the natural frequencies of rotor without and with the seal.

3 Synchronous response involves jump phenomena. During
runup the rotor response jumps down when it disengages from the
seal, while during rundown the response jumps up when it starts
to contact the seal. Stability analysis yields a jump-related insta-
bility zone that is related to an always-unstable branch, thus de-
termining a unique synchronous solution.

4 Instability boundary leading to the self-excited reverse pre-
cession is given byf 52§A11p/p wheref is friction coefficient,
§ is rotor damping ratio, andp is seal-to-rotor stiffness ratio. Case
f ,2§A11p/p corresponds to stable synchronous response for
any amount of mass unbalance. Casef .2§A11p/p indicates
stable reverse precession. In this case, synchronous response can
become unstable and lead to reverse recession for above certain
amount of mass unbalance.

5 f ,2§A11p/p can be used as a criterion for choosing a seal
for a rotor system, thus excluding the possibility of severe reverse
precession.

References
@1# Bently, D. E., 1974, ‘‘Forced Subrotative Speed Dynamic Action of Rotating

Machinery,’’ ASME Paper No. 74-PET-16.
@2# Bently, D. E., Grant, J. W., and Goldman, P., 1992, ‘‘A ‘Butterfly’ Rub Re-

sponse,’’ Bently Rotor Dynamics Research Corporation, BRDRC Report 3.
@3# Muszynska, A., 1984, ‘‘Rotor/Seal Full Annular Rub,’’ Senior Mechanical En-

gineering Seminar, Bently Nevada Corp., Carson City, NV.
@4# Lawen, Jr., J. L., and Flowers, G. T., 1999, ‘‘Interaction Dynamics Between a

Flexible Rotor and an Auxiliary Clearance Bearing,’’ ASME J. Vibr. Acoust.,
121, pp. 183–189.

@5# Yu, J. J., Muszynska, A., and Bently, D. E., 1998, ‘‘Dynamic Behavior of
Rotor With Full Annular Rub,’’ Bently Rotor Dynamics Research Corporation,
BRDRC Report 7.

@6# Goldman, P., and Bently, D. E., 1998, ‘‘Analytical Study of Full Annular
Rub,’’ Bently Rotor Dynamics Research Corporation, BRDRC Report 6.

@7# Muszynska, A., 1989, ‘‘Rotor-to-Stationary Element Rub-Related Vibration
Phenomena in Rotating Machinery, Literature Survey,’’ Shock Vib. Dig.,21,
pp. 3–11.

@8# Black, H. F., 1968, ‘‘Interaction of a Whirling Rotor with a Vibrating Stator
Across a Clearance Annulus,’’ J. Mech. Eng. Sci.,10, pp. 1–12.

@9# Ehrich, F. F., 1969, ‘‘The Dynamics Stability of Rotor/Stator Radial Rubs in
Rotating Machinery,’’ J. Eng. Ind., pp. 1025–1028.

@10# Lingener, A., 1990, ‘‘Experimental Investigation of Reverse Whirl of a Flex-
ible Rotor,’’ IFToMM Third International Conference on Rotordynamics, Lyon,
France, pp. 13–18.

@11# Crandall, S., 1990, ‘‘From Whirl to Whip in Rotordynamics,’’IFToMM Third
International Conference on Rotordynamics, Lyon, France, pp. 19–26.

@12# Childs, D., 1993,Turbomachinery Rotordynamics: Phenomena, Modeling, and
Analysis, John Wiley and Sons, New York.

Fig. 15 Reverse precessional full annular rub frequency

350 Õ Vol. 124, APRIL 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E. H. Maslen
e-mail: ehm7s@virginia.edu

J. A. Vázquez
e-mail: jose@virginia.edu

Department of Mechanical and Aerospace
Engineering,

University of Virginia,
Charlottesville, VA 22903

C. K. Sortore
Synchrony, Inc.,

7777 Bent Mountain Road,
Roanoke, VA 24018

e-mail: Chris.Sorte@Synchrony.com

Reconciliation of Rotordynamic
Models With Experimental Data
A computationally efficient strategy is presented for adjusting analytic rotordynamic mod-
els to make them consistent with experimental data. The approach permits use of conven-
tional rotordynamic models derived using finite element methods in conjunction with
conventional plant identification models derived from impact or sine sweep testing in a
transfer function or influence coefficient format. The underlying assumption is that the
predominant uncertainties in engineered models occur at discrete points as effects like
shrink fits, seal coefficients or foundation interactions. Further, it is assumed that these
unmodeled or poorly modeled effects are essentially linear (at least within the testing and
expected operating domains). Matching is accomplished by deriving a dynamic model for
these uncertain effects such that the resulting composite model has a transfer function
which matches that obtained experimentally. The derived augmentations are computation-
ally compatible with the original rotor model and valid for stability or forced response
predictions. Further, computation of this augmentation is accomplished using well devel-
oped and widely disseminated tools for modern control. Background theory and a com-
plete recipe for the solution are supported by a number of examples.
@DOI: 10.1115/1.1416692#

Introduction
Rotating machine analyses are based on engineering models.

These models are assembled from mathematical models of various
components and physical effects such as the rotor, bearings, seals,
bearing support structure, rotor couplings, aerodynamic cross-
coupling, fluid-rotor interaction, etc. The accuracy of the model of
the machine, therefore, depends on accuracy of the models of the
individual components and of the models of the physical effects
acting on the rotor. Unfortunately, not all the components and
physical effects acting on a rotor can be modeled accurately or
identified precisely. The accuracy of a model is determined by
comparing the response of the model and the response of the real
machine to the same excitation.

To improve the accuracy of the machine models, work has been
carried out on improving modeling techniques of components like
the rotor, bearing, and seals. In the case of rotors, experimental
methods have been used to improve the quality of the models by
testing the rotor, extracting the modal parameters and then modi-
fying the model of the rotor until the modal parameters of the
model match the experimental data. In the case of components
where the modeling is difficult or very expensive, techniques have
been developed to extract models from experimental data or to use
the experimental data directly in the analysis.

The process of extracting a model from experimental data is
called system identification. Modal identification is a special case
of this technique. All the current literature regarding system iden-
tification presents a means of constructing a model whose outputs
match the measured response for a known set of inputs. The
‘‘identified’’ model is typically presented as a transfer function.
This approach generally makes no reference to anya priori model
of the system.

This paper presents a method that bridges the gap between the
well-developed modeling techniques in rotating machinery and
the powerful identification techniques available. The end result is
that the engineer can use the modeling techniques for those
components and effects that are well known and then use ex-

perimental data to modify~reconcile! the model at those loca-
tions where error is entering the model because of unidentified
effects or because the modeling techniques cannot provide enough
accuracy~@1#!.

The literature in the fields of component modeling in rotating
machinery and system identification is very extensive. Lund@2#
presented a method to calculate unbalance response and stability
analysis of a rotor on flexible supports. This method is now
known as the transfer matrix method. Nelson and McVaugh@3#
developed a finite element formulation for rotor-bearing systems.
Vance et al.@4# present the idea of using experimental modal data
in the refinement of models of the rotors of rotating machinery.
The texts by Vance@5#, Ehrich@6#, and Childs@7# present some of
the most common methods to write the equations of motion of
rotor-bearing systems. The text by Ljung@8# includes a review of
system identification techniques. The texts by Ewins@9# and Maia
et al. @10# include a review of the modal identification techniques
most commonly used.

Direct system identification in rotating machinery has been ap-
plied to the bearing support structure and casing. The dynamic
behavior of the support structure is measured in the form of fre-
quency response functions~FRF! measured at the bearing loca-
tions. This information is later used to include the flexible sup-
ports effects into rotordynamic calculations. Barrett et al.@11# and
Nicholas et al.@12# used FRF data to produce equivalent single
mass support models. The bearing coefficients were modified to
include the effects of the supports. Redmond@13,14# used fre-
quency response data of the support structure to produce single
mass support models including the effects of cross-talk between
supports. The author showed that substantial errors could arise if
the experimental data was taken with the rotor installed in the
machine and proposed a method to subtract the rotor influence
from the experimental data. Rouch et al.@15# and Stephenson
et al.@16# used FRF to create equivalent finite elements models of
the support structure. Va´zquez and Barrett@17# showed the effects
of flexible supports and casings of rotating machinery can be in-
cluded in the rotordynamic analyses with polynomial transfer
functions calculated from experimental data. Va´zquez @18# and
Vázquez et al.@19,20# used this technique to include the support
structure of an experimental flexible rotor supported by fluid film
bearings on flexible bearing supports. The polynomial transfer
functions were extracted from FRF of the support structure mea-
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sured at the bearing locations using an identification technique
introduced by Sanathanan and Koerner@21# and later applied to
magnetic bearings by Ga¨hler and Herzog@22#.

The work on the bearing support structures has shown that the
bearing support structure can be represented as transfer functions
acting at the bearings of rotating machinery. This is an important
conclusion. In the field of modern control, these transfer functions
are represented as local feedback mechanisms acting on the plant
~rotor-bearing model!. The importance of this representation is
that there are formal mathematical tools that permit the synthesis
of transfer functions of local feedback mechanisms from experi-
mental data. Therefore, we can use the synthesis tools used in
modern controls to identify effects acting in rotor models without
having to measure these effects independently.

Parallel work in the area of modern controls includes Wolodkin
et al.@23# and Fisher et al.@24#. Wolodkin et al. showed that local
feedback can be used successfully for the identification of the
parameters~elements! of a constant matrix. Fisher et al.@24# used
local feedback for the refinement of the model obtained during the
identification of high-order lightly damped systems. The authors
obtained a transfer function from frequency response data and
then used local feedback to refine the model with time-domain
data as it became available. We use a similar idea on this work but
we start with a mathematical model developed using finite ele-
ments. Also, the corrections to the mathematical model are evalu-
ated at discrete points. In this manner, it is possible to keep the
mathematical model in physical coordinates and only modify the
parts of the model that are expected to contribute error to the
model.

This work presents a method that will allow the automation of
model reconciliation by making use of existing mathematical
models. The system is proposed as a nominal model with uncer-
tainties at known locations. The idea is to identify the transfer
functions of the mechanisms acting at the uncertainty locations
such that the response of the mathematical model matches the
experimental data.

Model Reconciliation
The reconciliation method starts with a nominal engineering

model of a rotating machine and experimental data measured at
some known locations. The purpose of the method is to modify
the engineering model such that the output of the model matches
the experimental data. The assumption is that the error in the
engineering model occurs at discrete points and/or components.
These components could be aerodynamic effects, seal effects, or
interference fits between disks and journal—these are features or
conditions which may not have an accurate accounting within the
model and are usually difficult to identify precisely. These effects
are represented by a local feedback mechanism as shown in Fig.
1. The ‘‘controller’’ K (s) is the correction included in the nominal
engineering model. It can be interpreted as complex frequency-
dependent stiffness or transfer functions acting at discrete points
in the model~these points are selected by the engineer!.

State-Space Model
The equations of motion of the engineering model will be writ-

ten using a state-space representation. This representation of the

equations of motion is assumed by the modern control tools that
will be used in the reconciliation process. The transformation of
the equations of motion of a rotor-bearing system from the stan-
dardM , C, K representation into the state-space representation is
straightforward and it is presented by Maslen and Bielk@25#.

The state-space equations for the nominal rotor model with
the addition of some uncharacterized disturbance forces can be
expressed as

ż5Az1Bcuc1Bkf k (1)

ym5Cmz (2)

yk5Ckz. (3)

The vectorf k represents the suspected uncharacterized distur-
bance forces~i.e., uncertainties! and Bk is a model of how they
enter the model~Bk is a matrix with the location of the uncertain-
ties!. The vectoryk is the response at the disturbance locations. In
the present method, the response at these locations and the distur-
bances are related through~presently unknown! feedback as

f k5K ~s!yk . (4)

The model reconciliation strategy is to compute a dynamic sys-
tem,K (s), which minimizes the error between the actual~identi-
fied! response and the corresponding response computed by the
nominal model at the same locations. Figure 2 illustrates the con-
struction of the identification problem.

The state-space model for this system is

H ż̂
żJ 5F Â 0

0 A
G H ẑ

zJ 1F B̂c

Bc
Guc1F 0

Bk
G f k (5)

eym5@Ĉm2Cm#H ẑ
zJ 1«D12f k (6)

yk5@0 Ck#H ẑ
zJ 1«D21uc (7)

f k5K ~s!yk . (8)

The constant matricesÂ, B̂c , andĈm represent the state-space
realization of the identified rotor. This state-space realization is
calculated from the experimental FRF~Gähler and Herzog@22#!.
D12 andD21 are full-rank matrices and« is a very small number.
These values do not affect the results but are needed to avoid
numerical problems.

Any suitable method for designing the feedback controller may
be used:H` , H2 , etc.~@26#!. The identification process is a mat-
ter of identifying parameters~sources of model error!, construct-
ing the error supermodel~Fig. 2! and then turning the ‘‘crank’’ of
a chosen controller design algorithm. If the controller is designed
properly, the reconciled model will be matched to the measured

Fig. 1 Reconciled model representation Fig. 2 Model identification block diagram
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data in the sense that, when the original test signals are applied to
this modified model, its output will match the original data.

If the uncertainty locations are chosen appropriately, then it is
expected that the internal states of the system will also be matched
to the measured plant, not just the output measurements. This
method does not ignore~as other currently available identification
methods do! but takes advantage of existing well-developed mod-
els of the rotor, bearings, seals, etc. If the particular choice of
uncertainty locations was chosen poorly~e.g., assuming the wrong
location of a disturbance effect!, the designed controller,K (s),
may still force a match between the response of the modeled and
measured plants. In this case, however, it is less likely that the
subsequent use of this reconciled model to construct transfer func-
tions to and from other points~points other than that which were
used to perform the measurement! will be accurate.

Steps in the Reconciliation Process

1 Measure FRFs of the actual rotor-bearing system.
2 Identify a dynamic system from FRF~state-space model for

the transfer functions!.
3 Construct a nominal engineering model~rotor, bearing, seals,

etc.!.
4 Identify the points of likely modeling uncertainty~interfer-

ence fits, seal locations, aerodynamic cross-coupling, etc.!.
5 Assemble the error supermodel~consists of engineering

model coupled to the experimentally identified model, Fig.
2!.

6 Turn H` crank⇒producesK (s).

K (s) is a representation of the physical effects operating at the
points of uncertainty. It will be ann3n matrix wheren is the
number of uncertainties. The elements of this matrix are transfer
functions of order equal to the sums of the orders of the identified
plant and the mathematical model.

Examples
Consider a long, flexible three-bearing rotor supported by

magnetic bearings. The geometry of this rotor is illustrated in
Fig. 3.

The bearing layout of this rotor is intended to be representative
of a large boiler feed pump. The rotor is approximately 2.46 m
long and weights 1036 N. The expected continuous running
speed of the pump is 5200 rpm. The stiffness and damping
coefficients for all three bearings are 8.753106 N/m and 17,500
N s/m, respectively.

The initial measurement of FRF and subsequent model identi-
fication is not actually carried out here because we are using a
numerical model. Instead, for the purposes of this example, the
‘‘identified model’’ is the same as the ‘‘nominal model’’ but with
the actual values of the unknown effects included.

The model of the rotor is assembled from undamped mode
shapes. Two rigid-body mode shapes and four flexible mode
shapes are used. For the purposes of this work the model is con-
sidered planar and no gyroscopic effects are included. This limi-

tation is imposed to simplify the examples. The method, however,
can be used directly for coupling between the vertical and hori-
zontal direction.

Example 1. It is posited that the true rotor contains some
dynamics at the thrust bearing end of the shaft, say due to some
interaction with a coupling at the end of the shaft. In this example
a stiffness of 900,000 N/m is found in the ‘‘identified’’ model at
this location. In the nominal model, only thelocation of the un-
known spring is assumed to be known. This is the only assump-
tion made in the model reconciliation process. The value of« in
Eqs.~6! and~7! is selected to be small enough such that the error
in the transfer function of the dynamic system does not change
with the value of« and big enough to allow good convergence of
the H` crank. The actual value of« depends on the dynamics of
the rotor being analyzed. For the rotor in these examples, values
of « between 1029 and 10210 are appropriate.

Figures 4–6 show the results of this process. The maximum
singular value of each system is used for comparison. The maxi-
mum singular value is a composite measure of the component
transfer functions in a matrix and provides useful and direct com-
parison of the overall model of the system~@27#!. Figure 4 shows

Fig. 3 Three-bearing rotor

Fig. 4 Maximum singular value comparison between nominal
model and the identified rotor transfer functions from measur-
able inputs „bearings … to measurable outputs „sensors …,
Example 1

Fig. 5 Comparison of the error of the nominal model and the
reconciled model, Example 1
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a noticeable difference between the identified transfer function
and nominal model transfer function at frequencies in the vicinity
of the operating speed.

Figure 5 shows the error between the identified rotor and
the nominal and reconciled rotor models. At the running speed,
the difference between the identified rotor model and the nomi-
nal model is 12.35 percent. At the same speed, the difference
between the identified rotor and the reconciled model is 0.00083
percent. The reconciliation method decreases the error by five
orders of magnitude. As shown in Fig. 6, theH` controller syn-
thesis exactly identifies the unknown spring with a stiffness of
900,000 N/m.

Example 2. As a second example, the identified rotor now
includes the effects of the coupling described in Example 1 and
the effects of a seal located at midspan. The seal has a stiffness
coefficient of 350,000 N/m and damping coefficient of 4,300 N
s/m. For the reconciliation process, the location of the coupling
effect is identified but the seal is ignored. Figure 7 shows the
comparison between maximum singular value of the identified
rotor system and the nominal model. There is a noticeable differ-
ence in the vicinity of the operating speed of the rotor. This is
expected because the model does not include the effects of the
seal and the stiffness at the coupling end. Figure 8 shows the error

Fig. 6 Matching controller transfer function gain, Example 1

Fig. 7 Maximum singular value comparison between nominal
model and the identified rotor transfer functions from measur-
able inputs „bearings … to measurable outputs „sensors …,
Example 2

Fig. 8 Comparison of the error of the nominal model and the
reconciled model, Example 2

Fig. 9 Matching controller transfer function gain, Example 2

Fig. 10 Comparison of the error of the nominal model and the
reconciled model, Example 3
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of the nominal model and the error of the reconciled model. The
reconciliation process~which is unaware of the seal! does not
usefully improve the overall error of the model. Figure 9 shows
the transfer function of the matched dynamic system. In this case,
the synthesis method is trying to match the effect of the coupling
and the seal with a transfer function at the coupling location. This
example shows both a limitation and strength of this method. The
limitation is that the sources of uncertainty must be known in
order for the method to improve the model. The strength is that, if
the sources of uncertainty are poorly chosen, then the resulting
poor match suggests that other sources should be included.

Example 3. As a last example, the true model includes the
effects of the coupling and the seal as introduced in Example 2.
For the reconciliation process, however, the locations of the un-
certainties~i.e., the location of the coupling and seal! are both
known. Figure 10 shows the error in the maximum singular value
of the nominal model and the reconciled model. The error in this
case is also reduced for the reconciled model, showing a large
improvement. The error is now four orders of magnitude smaller
than the error of the nominal model. Figure 11 shows the transfer
function of the matching dynamic system. The transfer functions
of the coupling effects and the seal are clearly identified.

The synthesis method also produces cross-coupling between the
two uncertainty locations, although their magnitudes are much
smaller than the direct, physically significant transfer functions.
Generation of undesired cross-couplings is a drawback of using

standardH` or H2 cranks to computeK (s). The cross-coupling is
an inherent result of the synthesis method and cannot be avoided
at present. However, forcing the synthesis of uncoupled transfer
functions is an active area of research in the controls community.
Once such methods become available, they can be used directly in
this reconciliation technique.

Figure 12 shows the percentage error between the transfer
functions of the coupling stiffness and seal effects and the trans-
fer functions calculated by theH` synthesis. The error of the
coupling stiffness is below 0.004 percent up to 130 Hz. The
maximum error in the range of interest is 0.28 percent at 811 Hz.
The error of the seal transfer function is below 0.55 percent up to
470 Hz.

Table 1 compares the eigenvalues of the nominal model, the
identified rotor-bearing system and the reconciled model. The rec-
onciliation process improves the eigenvalues of the system. The
reconciled model includes all the eigenvalues of the true rotor-
bearing system plus some eigenvalues that are artifacts of the
reconciliation process. The additional eigenvalues are all well
damped and do not significantly affect the stability analyses.

Conclusions
A method is presented to reconcile engineering models of ro-

tating machinery with experimental data. The underlying assump-
tion is that the difference between the engineering models and the
experimental data is caused by uncharacterized disturbances~un-
certainties! acting at discrete points in the model. The forces
caused by the uncertainties are represented as local feedback
mechanisms. The method makes use of the existing engineering
model of the system and likely location of uncertainties where
error enters the model. Transfer functions acting at the location of
uncertainties are calculated so that the response of the reconciled
engineering model matches the experimental data.

This method has several advantages over other parameter iden-
tification schemes. One is that it effectively shrinks the number of
identification variables~uncertainties! to a reasonable size and al-
lows the engineer direct control over where the model adjustments
are made. Another advantage is that the uncertainties have a direct
analogue to real, physical effects—interference fits, aerodynamic
behavior, etc. The identification of the location of the uncertainties
is a critical step. Given the current state of the art in rotordynam-
ics modeling, it is expected that the experienced rotordynamicist

Fig. 11 Matching controller transfer function gain, Example 3

Fig. 12 Percentage error of matching controller transfer func-
tion gain, Example 2

Table 1 Comparison between the eigenvalues of the nominal
model, identified rotor-bearing system, and the reconciled
model

Nominal Model Identified System Reconciled Model

Real Exp
~1/s!

Frequency
~rad/s!

Real Exp
~1/s!

Frequency
~rad/s!

Real Exp
~1/s!

Frequency
~rad/s!

21255.6 142.73
2122.24 184.13
21870.8 351.84

2105.40 407.23 2131.12 424.51 2131.12 424.51
2284.03 479.69 2302.85 497.53 2302.85 497.53
280.116 549.56 2474.39 575.84 2474.39 575.84
2473.07 590.60 2117.07 670.79 2117.08 670.79
2311.28 1073.1 2301.82 1050.3 2301.82 1050.3
2161.96 1808.7 2173.79 1842.9 2173.80 1842.9

255804. 2827.6
21384.8 23698.
2220.77 102950
2326.41
2348.87
2421.84
21140.0
21822.1
22929.3
240650.
260953.
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should be capable of sensibly identifying the likely sources of
uncharacterized disturbances acting upon the system.

An interesting benefit to this method is that it can actually pro-
duce a scaled measure of the disturbance effect. Numerical ex-
amples are presented where coupling stiffness and seal effects are
identified from frequency response data of the rotor-bearing sys-
tem. The only assumption used in the process is the location of the
uncertainties in the model. The reconciliation process reduces the
error between the engineering model and the experimental data by
four orders of magnitude. The eigenvalues~stability analysis! of
the reconciled model match the eigenvalues of the actual rotor-
bearing system. The reconciliation process adds some eigenvalues
as the product of the added transfer function. However, these
added eigenvalues are all well damped.

If the locations of all uncertainties acting in the system are
not included in the reconciliation process, the method will try to
match the response of the nominal model to the experimental
data using only the identified locations of uncertainties. In the
example presented, the reconciliation process does not usefully
improve the error between the reconciled model and the experi-
mental data. This indicates that other sources of uncertainty need
to be identified.

The reconciliation process produces a measure of the distur-
bance effects acting on the engineering model plus some undes-
ired cross-coupling effects. The cross-coupling is an inherent re-
sult of the synthesis method and cannot be avoided at present.
However, forcing the synthesis of uncoupled transfer functions is
an active area of research in the controls community. Once such
methods become available, they can be used directly in this rec-
onciliation technique.
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Synchronous Response
Estimation in Rotating Machinery
Synchronous response estimation attempts to determine the forced response (displace-
ment) of a rotor at critical points which cannot be measured directly. This type of predic-
tion, if accurate and reliable, has broad potential use in the rotating machinery industry.
Many machines have close clearance points on their shafts, such as seals, which can
easily be damaged by excess vibration. Accurate estimates of the actual level of vibration
at these points could usefully assist machine operators in troubleshooting and in protect-
ing the equipment from expensive damage. This type of response information can be used
both to generate less conservative alarm limits and, if magnetic bearings are available, to
directly guide the bearing controllers in restricting the rotor motion at these critical
points. It is assumed that the disturbance forces acting upon the rotor are predominantly
synchronous. The response estimate is constructed using the measurable response in
conjunction with an estimator gain matrix derived from a model of the transmissibilities
of the rotor system. A fundamental performance bound is established based on the single-
speed set of measurements by bounding the response to the unmeasurable component of
the disturbance force. Acknowledging that some model uncertainty will always exist, a
robust performance analysis is developed using structured singular value (m) analysis
techniques. Assuming some reasonable levels of uncertainty for the model parameters
(natural frequencies, modal dampings, mode shapes, bearing stiffnesses, and dampings)
the results of the estimator construction and analysis establish feasibility of the proposed
estimation. Two reference rotor models that are representative of industrially sized ma-
chines are used to demonstrate and evaluate the estimation. The unmeasurable response
estimation errors consistently lie below 25mm for the examples examined.
@DOI: 10.1115/1.1417482#

Introduction

In monitoring the synchronous response of rotating machinery,
it is common to try to infer the motion at a point of interest from
measurements taken elsewhere in the machine. This type of re-
sponse estimation capability, if it is accurate and reliable, has
broad potential use in the rotating machinery industry. Many ma-
chines have close clearance points on their shafts, such as at a seal
location, which can be easily damaged by excess vibration. An
accurate estimate of the actual level of vibration at these points
could usefully assist machine operators in troubleshooting and in
protecting the equipment from expensive damage. Some specific
uses of this type of synchronous response information might be to
generate less conservative vibration alarm limits or to directly
guide magnetic bearing controllers in restricting the rotor motion
at these critical points.

The theoretical basis for this work is straightforward. Funda-
mentally, it must be shown that measurements of sensor signals
can be used to accurately determine the magnitude and phase of
both a variety of disturbance forces acting upon the rotor and,
ultimately, motion at points other than those that are directly mea-
sured. In general, rotordynamic disturbance forces can be catego-
rized into three main groups: those that are constant, those that are
synchronous and those that are random or unpredictable. This
work focuses on response due to synchronous forces. Dominant
synchronous disturbance forces may be produced by mass unbal-
ance at distributed locations along the rotor, seal interaction, cou-
pling misalignment, shaft bow, disk skew, or fluid excitation.
There are many machines which are subject to nonsynchronous

disturbance forces, however, synchronous forces are by far the
dominant forcing mechanism in most rotating machinery.

It is well established that just a few sensors can be used to
identify a relatively large number of well characterized synchro-
nous disturbance forces, such as mass unbalance, if measurements
are taken at many different speeds~@1#!. Uncertainty in the rotor
model can substantially degrade this capability as demonstrated in
~@2#!. In the present work, we accept the common constraint that
the machine speed must be held constant for sufficiently long
periods of time and multispeed measurements cannot be used to
enhance the estimation process.

Crucial to the utility of any estimation process is a reliable
bound on the error in the estimate. It is axiomatic thatsomeesti-
mate of the motions of interest can always be formed, but for this
estimate to be useful, a good bound on how accurate this estimate
is must be established. If the bound is overly conservative~too
large!, then the estimate will always appear to be useless. If the
bound underestimates the actual error, then it can’t be relied on.
Thus, the really critical issue in formulating the estimation process
is assessment of its accuracy. The present paper develops a base-
line bound on estimation error under the condition that the model
has no errors. This analysis is then extended to consider the influ-
ence of model error on this bound and a clear method is presented
for obtaining a sensible bound given estimates of the size of the
model errors and forces acting on the rotor.

Basic Estimator Formulation
There are two main components which influence the synchro-

nous response estimation process. First, the nature of all the domi-
nant unknown disturbance force inputs must be identified. This
entails identifying the type of force, the location at which it acts
and a realistic bound on its magnitude. Second, the transmissibili-
ties between the input forces and the measurable and unmeasur-
able output displacements must be determined. With these com-
ponents, an estimator can be constructed which attempts to

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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minimize the error between the actual unmeasured response,yu ,
and its estimate,ŷu . The estimate is extracted solely from the
measurable responses,ym , using the plant model. This process is
summarized in Fig. 1.

The frequency-dependent transmissibility functions or transfer
functions for a rotating machine between the measurable and un-
measurable response and any disturbance inputs~forces!, can be
modeled~@2#! as

H ym~v!

yu~v! J 5FPm~v!

Pu~v! G f ~v!. (1)

In this model, the individual elements of the disturbance vector,f,
can represent localized forces~like mass unbalance! or they can
represent the scaling of distributed forces like shaft bow. The el-
ements of the measurable response,ym , will typically be mea-
sures of rotor motion at discrete points as determined by a physi-
cal measurement device such as a proximity probe or an
accelerometer. The elements of the unmeasurable response,yu ,
may either be similar measures of rotor motion at discrete points
~perhaps at a seal clearance, for example! or scales of distributed
measures such as the material strain at a point where fatigue is a
concern. It is assumed that the elements ofyu are not directly
measurable and must be inferred fromym .

In order to accurately predict the unmeasurable response,
yu(v), the above transmissibility coefficient submatrices,Pm(v)
andPu(v), must be identified through a combination of modeling
and careful system identification. Once these transmissibilities are
identified, the unmeasurable displacements can apparently~as-
suming thatPm

21 exists! be computed as

yu~v!5Pu~v!@Pm~v!#21ym~v!. (2)

The unknown disturbance force can also be identified, as an inter-
mediate step to~2!, and is computed as

f ~v!5@Pm~v!#21ym~v!. (3)

The result, as can readily be seen from~2! and ~3!, is highly
dependent on the quality of the estimated transmissibility coeffi-
cient submatrices. In addition,Pm(v) must be invertible which, as
will be shown, is not necessarily possible.

First Bound on Estimation Error
The most fundamental limit to the performance of a fixed speed

synchronous estimator arises because, in general, only a subset of
f can be estimated. This is because the dimension off is generally
greater than that ofym : There are more forcing functions than
sensors. More precisely, only those forces lying in the domain of
Pm(v) produce measurable effects atym so only they can be
measured. Those forces which cannot be estimated throughym
may still produce a part of the response atyu , and this part of the
response fundamentally cannot be estimated.

Assume that an orthonormal basis for the domain ofPm can be
computed~using a singular value decomposition!:

Hi5@H1 ,H2 , . . . ,Hp# : PmHiÞ0, Hi* Hi5I

and that its orthogonal complement can be computed:

PmH'50, H'
* H'5I , rank@HiuH'#5dim~ f !.

With this, the disturbance force can be decomposed as

f 5@HiuH'#H f i

f'
J (4)

and the response~1! becomes

H ym

yu
J 5FPmHi 0

PuHi PuH'
G H f i

f'
J . (5)

Since the productPmHi has full-column rank,Hi f i can be com-
puted through the pseudo-inverse,

Pm
†,Hi~Hi* Pm* PmHi!

21Hi* Pm* : Hi f i5Pm
† ym . (6)

Finally, the unmeasurable response isestimatedby assuming that
f'50 so that, from~5!,

ŷu5PuHi f i5PuPm
† ym . (7)

Using this decomposition off, the estimator can now beprop-
erly constructed as

T~v!5FPu~v!

I GPm
† ~v!. (8)

The residual error in the estimated position is then

eu5 ŷu2yu5PuH' f' .

The 2-norm of this error can be bounded to measure the accuracy
of the estimator:

max
f'

ueuu25max
f'

uPuH' f'u2<s̄~PuH'H'
* !maxu f u2 . (9)

This means that, given a bound on the forces which act on the
rotor and a dynamic model of the rotor, a meaningful bound on
the estimation accuracy can be determined. This bound assumes
that the model has no error and it is anupper bound on error
under this assumption: If f'50, then the error would be zero.

Scaling
Missing in the formulation at this point is attention to the rela-

tive scales of the components off and of the relative importance
of errors inyu . These scales are significant because error bounds
are composite measures of multiple signals: their 2-norm. Further,
as a dimensioned measure, the bound is hard to interpret. A better
way to carry out the analysis is to scale the vectorsf and e to
encapsulate physical bounds on individual elements off and en-
gineering requirements one.

Typically, limits to f can be described as

u f i u<a i : i 51 . . .n (10)

and the target limits to error in position estimation are

ueu,i u<b i : i 51 . . .m. (11)

If the f i represent discrete forces, then each correspondinga i is
the largest value that force is expected to exhibit. For instance,
rotor balancing specifications typically limit the number of al-
lowed gram-millimeters of unbalance at each balance plane. This
limit is easily converted to a limit to the unbalance force which
can act at that plane at a given speed. In a similar manner, theb i
would typically reflect how precisely the measurements need to be
known in order to be useful. If the maximum rotor motion at a
seal needs to be on the order of 25mm, then the correspondingb i
might be 10mm.

To conveniently implement this scaling concept, we introduce a
pair of scaling matrices which are simply diagonal with each di-
agonal element being the reciprocal of the corresponding scale:
Qf 5̇diag(1/a1 . . . 1/an), Qe5̇diag(1/b1 . . . 1/bm). Given these

Fig. 1 Estimation process block diagram
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conventions, it is expected thatuQf f u2<1 and desired that
uQeeuu2<1. These scales can then be inserted into the perfor-
mance bound computation~9! to obtain

max
f'

uQeeuu2<s̄~QePuH'H'
* Qf

21!maxuQf f u2

<s̄~QePuH'H'
* Qf

21!.

The nominal performance of the estimator will be acceptable as
long as

s̄~QePuH'H'
* Qf

21!<1.0. (12)

To find the upper bound on the error, the values ofb1 , . . . ,bm
are decreased until~12! is equal to 1. At this point,b1 , . . . ,bm
are the upper bounds on the error.

Model Uncertainty Representation
In order to accurately evaluate the effects of the errors between

the model and the true plant on the critical response estimation
process a suitable description of the expected or likely sources of
error is required. The choice of a particular model uncertainty
representation will reflect the a priori knowledge of the physical
mechanism causing the error. This choice will also depend upon
the ability to produce a sensible mathematical representation of
the mechanism which will permit the accurate evaluation of the
error.

A powerful tool used in the analysis of control system robust-
ness is the structured singular value~m! matrix function~@3#!. This
analysis is predicated on the notion that the effect of most uncer-
tainties can be represented by the feedback connection dia-
grammed in Fig. 2. The matrixD contains all of the uncertainties:
Its elements are assumed to be unknown but to vary within spe-
cific bounds. Such an arrangement represents a family of systems
falling within the uncertainty bounds defined byD. The structure
and bounds of the uncertainty are selected so that the transfer
function of the true plant,Pt , is believed to lie within this family
of possible systems.

Modeling uncertainties is a process of determining where
model uncertainties lie and unravelling those uncertainties to pro-
duce the structure indicated in Fig. 2. A detailed explication of this
process is provided in@2# but a very simple example will serve to
illustrate the main points. Suppose that a rotor model has the form

M ẍ1Dẋ1Kx5Bf

ym5Cmx

yu5Cux.

The transfer functions fromf to ym andyu are

Pm~v!5Cm@K2Mv21 j Dv#21B

Pu~v!5Cu@K2Mv21 j Dv#21B.

Further, a seal produces stiffness and damping at a certain lo-
cation so thatD5D01psdsps* , K5K01psksps* in which the
vectorps selects the mass station on which the seal acts whileds
andks are the nominal seal rotordynamic coefficients. Now, sup-
pose that the two coefficients are known only within some uncer-
tainty: ds5ds,01Dd , ks5ks,01Dk whereDd andDk are unknown

but reasonable bounds on their magnitudes are known. Denote
Dn5D01psds,0ps* , Kn5K01psks,0ps* so that the rotor model
including seal uncertainty becomes

M ẍ1Dnẋ1Knx5Bf 2psDdps* ẋ2psDkps* x

ym5Cmx

yu5Cux.

Define the uncertainty output,yD , and the uncertainty input,f D :

yD,H ps* x

ps* ẋJ f D,FDk

Dd
GyD

and letK(v)5@Kn2v2M1 j vDn# to generate the system

H yD

ym

yu

J 5F H 1
j vJ ps*

Cm

Cu

GK~v!21@Bu2psu2ps#H f
f D

J

f D5FDk

Dd
GyD .

In this manner, the effect of the uncertainty is separated from the
dynamics of the nominal plant as a feedback process readily rep-
resented by Fig. 2.

As illustrated in Sortore@2#, this approach can be applied to
virtually any uncertainty of interest in a rotor system including
localized effects like seals, bearings, or disk fits as well as more
distributed effects like rotor free-free modal frequency, damping,
and even mode shapes.

Structured Robust Performance Through m Analysis
The model of the plant including the uncertainties as shown in

Fig. 3 is in the canonical form used inm analysis. This canonical
form requires that the signalsf̄ and f̄ D have expected 2-norm
bounds of 1.0 and that the signalsēu and ȳD have target 2-norm
bounds of 1.0 also. Consequently, the previously discussed scaling
matricesQf andQe are introduced to scalef andeu , respectively.
In addition, the matrixQD is introduced to rescale the uncertainty
block D so that each diagonal element has an expected magnitude
bound of 1.0. Typically, if the unscaledD block has diagonal
elementsuD i ,i u<g i , thenQD has diagonal elementsAg i .

A generalized and complete presentation ofm is given by
Young and Doyle@4#. In simplified terms, them analysis tool
determines whether or not the 2-norm ofēu will be less than 1.0
for all unit norm bounded inputsf̄ and all permissible uncertain-
ties D̄. This criterion is effectively the same as~12! except that it
holds true not only for the nominal model, but for all possible
perturbed models:

Fig. 2 Feedback connection of uncertainties

Fig. 3 Estimation process with plant incorporating structured
uncertainty
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m~G,D̄ !:
uēuu2

u f̄ u2
<
?

1 ;D̄:uD̄ i ,i u<1.0. (13)

Finding a close upper bound on the error of the response esti-
mation of a system with uncertainties can be accomplished in an
efficient manner using the MU command in the MATLABm tool-
box ~@5#!. The scaling matrixQe which satisfies this condition is
easily found by a bisection routine or similar algorithm. Them test
only tells whether or not~13! is satisfied: it does not produce an
actual norm. Thus, a bound can be determined by repeatedly ad-
justing the elements ofQe until they are as large as possible while
still satisfying ~13!. At this point, the actual error magnitude
bounds are the reciprocals of the diagonal elements ofQe .

Example 1
For the first example, consider the long flexible three-bearing

rotor depicted in Fig. 4. ‘‘Unmeasurable’’ points along the rotor
have been selected and identified which represent the location of
seals or other potentially close clearance points. The bearing lay-
out of this rotor is intended to be representative of a large boiler
feed pump. The free-free natural frequencies~at zero speed! of
this rotor are summarized in Table 1.

The bearing stiffness and damping coefficients for all three
bearings are given in Table 2. For this rotor configuration, re-
sponse predictions are based on the measured response at the three
sensor locations along the rotor using~7!. The magnitude of the
predicted response depends on the magnitude of the measured
response at the sensor locations. We will concentrate on the un-
certainty of the prediction since they can be calculated indepen-
dently of the actual measurements.

In order to calculate a bound on the estimation error, it is nec-
essary to identify the forces that may act on the rotor and set a
bound on them. For this example, two synchronous forces are
considered, unbalance and shaft bow. While the actual unbalance
distribution is not known we can assess a maximum limit. The
API Standard 617 for centrifugal compressors section 2.9.2.4 de-
fines the minimum allowable unbalance weight used for shop
testing as

Umax56350W/N (14)

whereW is the weight of the rotor in kilograms andN is the speed
of the rotor in revolutions per minute. This value will normally be
the maximum acceptable unbalance in a machine operating in the
field. For the sake of discussion and to make a conservative esti-
mate, we will use this value~124.5 gr-mm! at all the balance
planes of the rotor. That is, this unbalance is assumed to be acting
at the left bearing, at the left end of the motor, at the right end of
the motor, at the midspan bearing, at the right bearing location and
at the thrust bearing location. The actual unbalance distribution is
unknown but only the maximum bound is necessary for the cal-
culation. Bow was added to the rotor in the form of the first
bending mode of the rotor with a maximum amplitude of 127mm.

Let’s first consider the case of a perfect model~i.e., there are no
uncertainties in the model!. The error on the response prediction is
due to the unknown~and unidentifiable! forces acting on the sys-
tem. The upper bound of the error of the response prediction is
calculated using~12!. Figure 5 shows the results of this calcula-
tion for the critical clearance number 3. This is the maximum
error expected in the response prediction at any frequency. The
actual error is likely to be much smaller.

Figure 5 also include the maximum bound on the error in the
case where the model is not perfect. In this case, uncertainties are
assigned to the various parts of the model. The rotor modal pa-
rameters were assigned an error according to Table 3. The uncer-
tainties of the bearing stiffness and damping coefficients are sum-
marized in Table 2. The upper bound in the estimation error in this
case is calculated usingm analysis~13!.

It is observed, as expected, that the error bound increases
throughout the speed range from that predicted from the nominal
optimal model with only unidentified forces. At lower frequencies,

Fig. 4 Three-bearing rotor

Table 1 Rotor free-free natural frequencies

Table 2 Bearing and seal coefficients

Fig. 5 Maximized robust performance error and nominal maxi-
mized estimation error. Three-bearing rotor, critical point #3.
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the error increases by a substantial percentage, but is still accept-
able. At higher frequencies, including the operating speed, the
robust error bound adds 12mm or less to the error predicted with
no uncertainty, remaining within acceptable bounds~below the 25
mm threshold.!

Example 2: Effect of Strong Localized Model Error
The second example explores a large turbomachine rotor such

as that would be used in a single-stage centrifugal pipeline com-
pressor. The geometry of this rotor is illustrated in Fig. 6. ‘‘Un-
measurable’’ points along the rotor have been selected and iden-
tified which represent the location of seals or other potentially
close clearance points. The free-free natural frequencies~at zero
speed! of this rotor are summarized in Table 1.

Of particular interest is the case when the synchronous response
must be estimated at a point which has a strong localized model
uncertainty and/or a large localized excitation. It was postulated
that this particular scenario could exhibit unusually poor estimator
performance due to the combined uncertainties of both the re-
sponse estimation and the disturbance force acting at the same
point. An example of this which has practical interest is a seal
component such as a balance piston seal in a compressor, which
can contribute substantial destabilizing forces to the rotor. Annular
liquid seals in pumps typically contribute substantial and very
uncertain forces to the rotor. Marscher@6#, Childs @7#, and Zhao
@8# all provide insight into this issue. If unaccounted, this can
introduce a substantial difference between the actual and modeled
dynamics of the rotor. This scenario was examined for the com-
pressor rotor in which a seal was introduced into the model at the
balance piston location.

An analysis was carried out on the compressor rotor model with
a cross-coupled seal acting on the critical point of estimation. The
results of this analysis are presented in Fig. 7. The value of the
cross-coupled coefficient,ks , was increased linearly with fre-
quency from 0~at 0 rpm! to 1.75107 N/m at 7000 rpm. The peaks
in this plot are due to the uncertainty in the lightly damped higher
modes~frequencies! of the system.

Of particular interest in this example is the clearly visible
split peaks in the error bound associated with the higher flexible
modes. These peaks occur because the family of models inspected
includes models with flexible modes on either side of the nominal
value. If the actual mode lines up with the modeled mode, then
the error at that frequency will be very low~leading to a dip in the
error bound at the nominal mode frequency!. If the actual mode
is on either side, then the actual response at the actual mode
will substantially exceed the predicted response, leading to the
two side peaks in the error bound. In addition, it will be noted
that, despite the combination of large potential imbalance and
substantial model uncertainty, the estimator error bound is still
acceptable.

Discussion
A method has been presented which permits construction of a

synchronous response estimator,T, from the elements of a con-
ventional rotordynamic model for a rotating machine. This esti-
mator is used to predict the vibration of the machine at points
which are inaccessible for direct measurement, basing this esti-
mate on measurements which can be made. More importantly, a
well-developed assessment of the accuracy or reliability of this
estimator has been developed which assesses the impact not only
of that part of the exogenous loading which cannot be determined
from the measurements but also includes the effect of uncertainty
in the engineering model. This assessment is based on the power-
ful m analysis tool developed over the last decade by the controls
community for ~in part! evaluation of dynamic system perfor-
mance in the face of model uncertainty.

Several examples illustrate the important features of the estima-
tor and its sensitivity to uncertainty. First, a very simple analysis
based on maximum singular value provides a bound on perfor-
mance without model uncertainty. This bound arises because not

Fig. 7 Maximized robust performance error and nominal maxi-
mized estimation error. Cross-coupled seal acting at point of
estimation. Compressor rotor, critical point #2.

Table 3 Modal parameter uncertainties

Fig. 6 Compressor rotor

Journal of Engineering for Gas Turbines and Power APRIL 2002, Vol. 124 Õ 361

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



all of the exogenous loads can be estimated. Next, the same prob-
lem was examined with numerous sources of model uncertainty
including modal uncertainties as well as bearing parameter uncer-
tainties. It was seen that the resulting error bounds are everywhere
higher than for the simpler analysis: as would be expected. In
particular, the error bound at low frequencies increased signifi-
cantly due to bearing stiffness uncertainty. Finally, the influence of
a strong model uncertainty acting directly at the point of estima-
tion was examined. In this case, the localized uncertainty was due
to aerodynamic coefficients of a balance piston seal. The estimator
error bound was still acceptable under these circumstances.

All of the examples attempted to use reasonable uncertainty and
force bounds based on engineering judgment, experience, and
published standards, where applicable. The examples all showed
the estimator uncertainties to be less than 25mm, which would
probably be acceptable for use in driving alarms or for sensing in
a response minimizing control scheme.

Nomenclature

B 5 force input matrix
Cm 5 measurable output matrix
Cu 5 unmeasurable output matrix
Cb 5 bearing damping
Cs 5 seal direct damping
cs 5 seal cross-coupled damping
D 5 damping matrix
ds 5 seal damping
eu 5 vector of error in unmeasurable response estimate

f 5 vector of forces, including unbalance or bow effects
f' 5 unmeasurable force components
f i 5 measurable force components
f̂ 5 estimate of force vector

f D 5 vector of ‘‘uncertainty inputs’’
G 5 composite scaled system transfer function form

analysis
H' 5 null space ofPm
Hi 5 domain ofPm
Hi 5 a column of the matrixH
K 5 stiffness matrix

Kb 5 bearing stiffness
Ks 5 seal direct stiffness
ks 5 seal stiffness, seal cross-coupled stiffness
I 5 identity matrix

M 5 mass matrix
P 5 nominal machine transfer function matrix

Pm 5 machine transfer function matrix from forces toym

Pu 5 machine transfer function matrix from forces toyu

ps 5 vector selecting seal location
Qe 5 scaling matrix for estimate error
Qf 5 scaling matrix for forces
QD 5 scaling matrix for uncertainty bounds

T 5 estimator transfer function matrix
x 5 vector of generalized rotor displacements

ym 5 vector of measurable responses
yu 5 vector of unmeasurable responses
ŷu 5 vector of estimates of unmeasurable responses
yD 5 vector of ‘‘uncertainty outputs’’
a 5 bound on magnitude of force
b 5 bound on acceptable estimate error
g 5 uncertainty scale
D 5 uncertainty matrix forP

Dk 5 uncertainty in seal stiffness
Dd 5 uncertainty in seal damping
v 5 excitation frequency

s̄(•) 5 maximum singular value of~•!
(•)* 5 conjugate transpose of~•!
(•)† 5 pseudo-inverse of~•!

ā 5 unit normalized version ofa
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Measurements of Rotordynamic
Coefficients of Hybrid Bearings
With (a) a Plugged Orifice, and
(b) a Worn Land Surface
Test results are presented for the rotordynamic coefficients of a hybrid bearing that is
representative of bearings for liquid-rocket-engine turbopump applications. The bearing
is tested in the following two degraded conditions: (a) one of five orifices plugged, and (b)
a locally enlarged clearance to simulate a worn condition. Test data are presented at
24,600 rpm, with supply pressures of 4.0, 5.5, and 7.0 MPa, and eccentricity ratios from
0.1 to 0.5 in 0.1 increments. Overall, the results suggest that neither a single plugged
orifice nor significant wear on the bearing land will ‘‘disable’’ a well-designed hybrid
bearing. These results do not speak to multiple plugged orifices and are not an endorse-
ment for operations without filters to prevent plugging orifices.
@DOI: 10.1115/1.1403461#

Introduction

Hybrid bearings are being actively considered to replace
rolling-element bearings for future high-speed cryogenic tur-
bopumps. They will be supplied with the cryogenic working fluid
of the turbopump at high pressures. Because of the high rotational
speed, hydrodynamic effects will be pronounced, despite the low-
viscosity working fluids. The ‘‘hybrid’’ designation refers to the
combined actions of hydrostatic and hydrodynamic effects. Their
attractive features include: a greatly elevated DN limit, the ability
to use split-stator bearings, and large direct stiffness and damping
force coefficients. A considerable amount of test data have been
obtained and published for these bearings operating in a nominal
mode. This paper concerns two degraded operating conditions,
namely, a plugged orifice and enlarged clearances around an ori-
fice recess, simulating wear.

Although some turbopump manufacturers plan to use filters to
prevent debris contamination from reaching a bearing, debris
coming through the feed-line and plugging one or more orifices is
a possible failure mode. To examine this possibility, tests were
conducted on a five-orifice hybrid bearing, with one plugged ori-
fice.

For a reusable turbopump, every start and shutdown will be
accompanied by wear between the rotor and stator surfaces.
Scharrer et al.@1# published a theoretical study on wear using a
Reynolds-equation-based model. The available evidence suggests
that lift off is achieved quickly and wear is minimal; however, the
tests conducted here are designed to simulate fairly heavy wear,
centered around an orifice recess.

The theory of hybrid bearings and the different reaction forces
acting on the rotor are widely discussed in the literature. San
Andrés @2,3# provides summaries of relevant papers on the sub-
ject. However, available analyses only apply to ‘‘pristine’’ bearing
geometries. The authors are not aware of applicable analyses for
altered geometries due to a plugged orifices or wear.

The rotordynamic performance of a hybrid bearing is deter-

mined by the stiffness, damping and inertia coefficients of the
motion/reaction-force model established for a small displacement
about a static equilibrium position:

2 H DFx

DFy
J 5FKxx~e0! Kxy~e0!

Kyx~e0! Kyy~e0!
G H Dx

DyJ 1FCxx~e0! Cxy~e0!

Cyx~e0! Cyy~e0!
G

3H D ẋ
D ẏJ 1FMxx~e0! Mxy~e0!

M yx~e0! M yy~e0!
G H D ẍ

D ÿJ . (1)

Diagonal terms are called direct coefficients, while off-diagonal
terms are called cross-coupled coefficients. Cross-coupled coeffi-
cients result from fluid rotation within the bearing.

Test Facility
The test rig and facilities have been fully described by Kurtin

et al. @4# and Childs and Hale@5#. Childs and Hale@5# performed
uncertainty analysis on the experimental data. Figure 1 provides
an end view of the test bearing with an applied static side load.
The load direction establishes the1X-axis. The test rotor is sup-
ported by hydrostatic bearings, and the test bearing supports itself
on the test rotor.

Bearing Designs
Separate modifications have been made on a reference bearing

to obtain plugged-orifice and worn conditions. The reference bear-
ing is 76.4 mm in diameter, 76.2 mm in length, with a 0.1016-mm
radial clearance. The five square recesses are 27 mm wide and
2.032 mm deep. The nominal radial clearance is 0.1016 mm.

The basic geometry of the bearing stator is shown in Fig. 2. The
end view of the bearing shows five orifice/recess locations. Start-
ing at 0 degrees and proceeding in a counterclockwise direction
around the bearing, recess 1, recess 2, etc., are encountered. The
load direction (X-axis! is at 225 degrees, opposite recess 1.
Hence, orifice/recess 1 will have the smallest film thickness
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during a loaded~eccentric! condition. The bearing is expected to
be most sensitive to degradation of this orifice/recess; hence, ori-
fice 1 was plugged, and stator wear was centered about this recess.

Figure 3 illustrates the simulated worn bearing design. The
clearance is increased locally to produce a maximum increase of

65 percent of the concentric radial clearance at the center of recess
1. The circular arc of the simulated wear surface has the radius of
the shaft. The increased clearance varies in the circumferential
direction but is uniform across the bearing-land surface. All ori-
fices are open when testing this bearing.

Fig. 1 Test-section end view

Fig. 2 Plugged-orifice test bearing geometry
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Test Procedures
The following parameter ranges define the test matrix:~a! three

running speeds~10,200, 17,400, and 24,600 rpm!, ~b! three supply
pressures~4.0, 5.5, and 7.0 MPa!, and ~c! six eccentricity ratios
~0.0 to 0.5 in 0.1 increments!.

This test matrix produces considerably more data than can be
presented here. Hence data are only presented at the highest
speed, which is most representative of the intended turbopump
application. Results are presented versus eccentricity ratio and
supply pressure. Each figure shows experimental data for both the
reference bearing and the damaged bearing. For the worn bearing,
the eccentricity-ratio definition is referenced to the undamaged
geometry.

The results presented focus on the main parameters and do not
include comments on cross-coupled damping and mass coeffi-
cients due to their negligible changes with bearing degradations
and high uncertainties on their measurements.

Experimental Results With the Plugged Orifice
During tests of the damaged bearings, the authors had some

difficulties holding a static eccentric position, presumably because
of the asymmetric orifices distribution. These difficulties were
most prominent near the centered position and did not arise with
the reference bearing. Observed changes in bearing coefficients
are strongest in the direct stiffness and damping (Kxx and Cxx)
coefficients and less evident in the cross-coupled stiffnesses coef-
ficients (Kxy andKyx). Kyy andCyy are largely unchanged when
the orifice is plugged. Given this outcome, results are only pre-
sented forKxx , Kyy , andCxx .

Pressure and Supply Flow Rate. Plugging orifice 1 while
maintaining a constant supply pressure reduces all recess pres-
sures in comparison to the reference bearing. For recess 1, the

drop is 60 percent~concentric positions! to 230 percent~high
eccentricity!. For the remaining recesses the drop is 30 percent
~all cases!.

The flow rate drops by 17 percent when one orifice is plugged.
This difference holds over the entire test matrix and is near the
expected drop due to a 20 percent reduction in flow area.

Absent an analysis for bearings with a plugged orifice or wear,
no comparisons are presented between theory and measurements.

Direct Stiffness. Figure 4 shows thatKxx is much more sen-
sitive to changes in the eccentricity ratio with a plugged orifice.
Although not shown here,Kyy increased slightly, by an overall
average of 9 percent, and does not show the same sensitivity to
eccentricity ratio. Plugging orifice 1 reducesKxx at low eccentrici-
ties; in the centered position, the average difference is223 per-
cent. Increasing the eccentricity ratio causes a rapid increase in
Kxx , which reaches 450 MN/m~1130 percent! at the highest
pressure. This difference at high eccentricity ratios increases with
increasing running speed.

Cross-Coupled Stiffness. Figure 5 shows the sensitivity of
the cross-coupled stiffnessKxy to changes in the eccentricity ratio.
Trends are the same forKyx , but less pronounced. Overall, within
the test matrixKxy is higher by 62 percent andKyx by 38 percent.
The percentage difference does not vary significantly with running
speed or supply pressure. Plugging the orifice clearly increases the
sensitivity ofKxy to changes in the eccentricity ratio.

Direct Damping. From Fig. 6, plugging orifice 1 increases
Cxx generally, and causesCxx to increase more rapidly with in-
creasing eccentricity ratio. Although not illustrated,Cyy is not
changed appreciably. At high eccentricity ratios, the increase in
Cxx is more pronounced at low and medium speeds~up to 400

Fig. 4 Direct stiffness at high-speed versus eccentricity ratio
and supply pressure for the plugged-orifice test

Fig. 3 Wear on the bearing land geometry
Fig. 5 Cross-coupled stiffness at high-speed versus eccen-
tricity ratio and supply pressure for the plugged-orifice test

Fig. 6 Direct damping at high-speed versus eccentricity ratio
and supply pressure for the plugged-orifice test
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kN-s/m! than at high speed. The difference goes from150 per-
cent at concentric positions to1150 percent at high eccentricity
ratio.

Whirl Frequency Ratio. As presented in Fig. 7, plugging
orifice 1 causes only a slight increase in WFR~as defined by Lund
@6#!. The increases of cross-coupled stiffness and direct damping
largely compensate, so that stability as predicted by the WFR is
largely unchanged.

Load Capacity. Figure 8 presents static load versus eccen-
tricity data for the reference and plugged-orifice bearings. Note
that both bearings have the same eccentricity at zero load. This
result is somewhat misleading because the reference bearing
would center itself, and the plugged-orifice bearing would not.
Keeping this in mind, Fig. 8 suggests that the reference bearing
has better ‘‘centering’’ capacity at low eccentricities, and the
plugged-orifice bearing has better load capacity at high eccentrici-
ties.

Experimental Results for the Worn Bearing

Pressure and Supply Flow Rate. Recess pressure~P1!
where the damaged sector is centered drops by 15 percent~less
resistance due to the larger clearance!. Opposite the wear area,
pressures drop 8 percent at recess 4 and 30 percent at recess 3.

The worn-bearing flow is slightly higher~from 15 percent to
10 percent! than the reference bearing. This result holds for all the
supply pressure/running speed cases.

Direct Stiffness. Figure 9 shows that the simulated wear does
not changeKxx much at 24,600 rpm. The eccentricity ratio in this
and subsequent figures relates to the original bearing geometry,

not the damaged geometry. At lower speeds and supply pressures,
Kxx and Kyy are both reduced. The maximum reduction is 20
percent at low speed and high pressure. The direct stiffness is not
sensitive to changes in the eccentricity ratio.

Cross-Coupled Stiffness. Figure 10 shows thatKxy is also
largely unmodified by the presence of wear at 24,600 rpm. Both
Kxy andKyx are reduced by 5–10 percent.

Direct Damping. Figure 11 showsCxx to be modestly sensi-
tive to changes in the eccentricity ratio. The direct damping coef-
ficients for the worn bearing are slightly higher near the centered
position~15 percent! and slightly lower at an eccentricity ratio of
0.5 ~210 percent! than the reference bearing.

Fig. 8 Static load at high-speed versus eccentricity ratio and
supply pressure for the plugged-orifice test

Fig. 7 Whirl frequency ratio at high-speed versus eccentricity
ratio and supply pressure for the plugged-orifice test

Fig. 9 Direct stiffness at high-speed versus eccentricity ratio
and supply pressure for the worn land surface test

Fig. 10 Cross-coupled stiffness at high-speed versus eccen-
tricity ratio and supply pressure for the worn land surface test

Fig. 11 Direct damping at high-speed versus eccentricity ratio
and supply pressure for the worn land surface test
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Whirl Frequency Ratio. The WFR is unchanged by the
simulated wear. The constancy of the cross-coupled stiffness and
direct-damping coefficients explains this result.

Load Capacity. The slopes of the static load versus eccen-
tricity ratio presented in Fig. 12 are similar for both bearings.
Curves plotted from the test results are offset at their starting
points. When the base~zero load! points are superposed, the load
capacity is generally not influenced by the simulated wear on the
land. These results are consistent with the direct-stiffness mea-
surements.

Uncertainty Analysis
Experimental results depend on the following two types of er-

rors: uncertainties from the calibration of each transducer and the
analog-to-digital conversion process in the data-acquisition sys-
tem and deviations from curve fitting impedances to determine the
rotordynamic coefficients. Childs and Hale@5# performed an un-
certainty analysis in agreement with the ANSI/ASME standard on
Measurement and Uncertainty~1986!. Table 1 gives the average
standard deviations of the present tests with the percentages from
initial values. Errors are acceptable for stiffness and direct damp-
ing coefficients but larger for the cross-coupled damping and in-
ertia terms.

The difficulties in centering the damaged bearing are not di-
rectly reflected in the uncertainties. Since none of the rotordy-
namic coefficients are sensitive to the static eccentricity ratio, the
small offsets experienced with the degraded bearings would have
a minor impact on the uncertainties.

Discussion

Plugged-Orifice Bearing. Experimental results for one
plugged orifice for a five-recess bearing give a good feeling of the
limits of hydrostatic bearings in case the orifice of the minimum
clearance recess is plugged. The dynamic parameters are not
much affected near the concentric position. Increasing the eccen-
tricity in the direction of the load and the plugged orifice causes a
strong increase in the direct stiffness and damping coefficients

with an increase in eccentricity ratio, presumably because of an
enhancement in the hydrodynamic behavior of the bearing.

Worn Bearing. The static and dynamic coefficients were
only slightly altered by simulated wear. The observed differences
should be within the running margin of the machines. The flow
rate increases due to a larger leakage flow area. Dynamics coeffi-
cients decrease by around 5 percent to 15 percent~the decrement
increases with increasing eccentricity!. The trends versus eccen-
tricity ratio, running speed, and supply pressure are similar with
and without wear.

Scharrer et al.@1# have published the only theoretical results
known by the authors. Their solution is based on the Reynolds
equation with an analytical expression of the film clearance, and
they analyzed an 8-recess hybrid-bearing running at 23,600 rpm
with cryogenic fluid~LH2! for a 0 to 100percent of clearance-
wear range. Their theoretical case and the present experimental
case are not comparable due to completely different fluid charac-
teristics. Specifically, their model does not include the convective
and temporal acceleration terms of the Navier-Stokes equations,
and these terms have been shown to be significant for the range of
Reynolds numbers produced in this test program~Childs and Hale
@5#!. San Andres’ models are entirely appropriate but do not in-
clude either plugged-orifice or worn-bearing capabilities. The ex-
perimental results show negligible reductions in the direct param-
eters, versus Scharrer’s predictions of a 25 percent reduction.

Summary and Conclusions
From the tests performed, the plugged-orifice bearing showed

large increases in direct and cross-coupled stiffnesses and direct
damping at higher values of eccentricity ratios. No similar in-
creases were observed with the worn bearing. Load capacity was
not significantly influenced by large simulated wear on the land.

Overall, these test data suggest that neither a single plugged
orifice nor significant wear on the bearing land will ‘‘disable’’ a
well-designed hybrid bearing. These results do not speak to mul-
tiple plugged orifices and are not an endorsement for operations
without filters to prevent plugging orifices. Also, the wise selec-
tion of materials to minimize wear continues to be advisable.
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Nomenclature

Cxx ,Cyy 5 direct damping coefficients (FT/L)
Cxy ,Cyx 5 cross-coupled damping coefficients (FT/L)

C,c 5 damping coefficients ate050 (FT/L)
Cr 5 radial clearance (L)
e0 5 journal eccentricity (L)

Kxx ,Kyy 5 direct stiffness coefficients (F/L)
Kxy ,Kyx 5 cross-coupled stiffness coefficients (F/L)

K,k 5 stiffness coefficients ate050 (F/L)
Mxx ,M yy 5 direct inertia coefficients (M )
Mxy ,M yx 5 cross-coupled inertia coefficients (M )

M ,m 5 inertia coefficients ate050 (M )
Pr 5 pressure ratioPra /Ps

Pra 5 average recess pressure (F/L2)
Ps 5 supply pressure (F/L2)
Q̇ 5 supply flow rate (L3/T)

WFR 5 whirl frequency ratio
e0 5 eccentricity ratioe0 /Cr

Fig. 12 Static load at high-speed versus eccentricity ratio and
supply pressure for the worn land surface test

Table 1 Average standard deviations and percentages from
nominal values for the rotordynamic coefficients

Curve-Fit Deviations Percentages

K ~MN/m! 62.4 MN/m 62.0 percent
k ~MN/m! 61.4 MN/m 61.7 percent
C ~kN-s/m! 62.5 kN-s/m 61.2 percent
c ~kN-s/m! 60.9 kN-s/m 67.3 percent
M ~kg! 62.2 kg 615.4 percent
m ~kg! 60.8 kg 611.0 percent
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DFx ,DFy 5 reaction forces (F)
Dx,Dy 5 relative displacement between stator and rotor

(L)
D ẋ,D ẏ 5 relative velocity between stator and rotor (L/T)
D ẍ,D ÿ 5 relative acceleration between stator and rotor

(L/T2)
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Flexible Bearing Supports, Using
Experimental Data
A laboratory rotor, representing a scaled-down model of a three-stage compressor sup-
ported by fluid film bearings on anisotropic flexible supports was analyzed. The support
characteristics were measured at the bearing locations by exciting the bearing housings
with electromechanical shakers and measuring the acceleration. Direct, cross-coupled,
and cross-talk accelerance between supports were measured. Unbalance response and
stability analyses of the rotor were performed using polynomial transfer functions ex-
tracted from the measured accelarance data. The predicted critical speeds and instability
threshold agree with measured data. Predictions using other support models are included
to show the effectiveness of this method.@DOI: 10.1115/1.1426085#

Introduction
The bearing support structure may have a large effect on the

behavior of rotating machinery. The dynamic behavior of the sup-
port structure combines with the bearings stiffness and damping
coefficients and modifies the impedance observed by the rotor at
the bearing locations. API standards 617 for compressors~@1#!,
Section 2.9.2.4.f, recommends including the effects of the support
structure in unbalance response analyses when the ratio of the
support to bearing stiffness ratio is less than or equal to 3.5. This
section specifies the use of calculated frequency-dependent sup-
port stiffness and damping values or the values derived from
modal testing. Unfortunately, the standard does not indicate how
these stiffness and damping values should be calculated or what
type of modal testing should be used. Also, the API standard does
not require stability analyses for the rotor system.

The calculation of frequency-dependent support stiffness and
damping values is, at best, very difficult because of the complex-
ity of the casings and bearing supports. In most cases, the ana-
lyst’s only recourse is to determine the dynamic characteristics of
the support structure experimentally. The most common~and least
expensive! experimental testing is the measurement of frequency
response functions~FRFs! of the support structure at the bearing
locations. For these types of measurements, the supports are ex-
cited ~by impact or with electromechanical shakers! at the bearing
locations and the response is measured at the bearings. These
experiments are performed in the vertical and horizontal direc-
tions and between supports. The measured FRFs are then used to
create equivalent physical models of the supports, either as mass
supports~@2–6#! or with many degrees-of-freedom~@7,8#!. Instead
of FRF, Feng and Hahn@9#, Lees and Friswell@10#, Lees et al.
@11#, and Edwards et al.@12# use machine unbalance response to
calculate the foundation modal parameters. These parameters are
then used to create equivalent foundation models.

An alternative method to include the dynamics of the support
structure is to calculate polynomial transfer functions from the
measured FRF’s. These transfer functions can be used for unbal-
ance response and stability analysis~@13,14#!.

A research work was initiated to answer the question of how
much the dynamics of the support structure affects the rotor bear-
ing system and how accurately one can predict this effect. To that
end, a flexible rotor supported by fluid film bearings on flexible
supports was tested for unbalance response and stability. The re-

search included one set of tilting pad bearings and two sets to
three-lobe bearings and 15 support configurations. The support
structure was designed such that the support stiffness in the hori-
zontal direction could be parametrically changed while the sup-
port stiffness in the vertical direction remained nearly constant.
Vázquez @15# reported the complete results of this research.
Vázquez et al.@16,17# reported the results for one set of three-
lobe bearings for all the support configurations.

The work presented here concentrates on one set of three-lobe
bearings and one support configuration. More detailed information
is provided for the support configuration presented. The numerical
predictions have been extended to study the effects of cross cou-
pling in the support structure between the vertical and horizontal
direction and the effect of cross talk between pedestals. Also, a
single mass support representation of the support structure was
created using the static stiffness of the supports at the bearing
locations and the mass of the bearings and bearing housings.

Experimental Apparatus
The test apparatus consists of a flexible rotor with three disks

equally spaced between two identical fluid film bearings. The
bearings are supported by anisotropic flexible supports. The entire
apparatus is mounted on a heated, oil-filled reservoir and clamped
to a 900-kg concrete block. This concrete foundation is isolated
from the laboratory floor by rubber pads.

The rotor represents a scaled-down model of a three-stage com-
pressor. The shaft has a maximum diameter of 25.4 mm and a
minimum diameter of 19.0 mm. The total length of the shaft is
654.0 mm with a bearing span of 520.7 mm. Three rigid disks,
152.4 mm in diameter, representing the compressor stages, are
rigidly attached to the rotor between the bearing locations. The
total weight of the rotor is 12.64 kg. The first and second critical
speeds of the system are located at 2550 rpm and 4130 rpm,
respectively. A one-horsepower motor drives the rotor through a
flat belt and flexible coupling. Any rotor speed up to 11000 rpm
can be obtained. Figure 1 shows the experimental setup.

Two identical three lobe bearings were used in this work. Table
1 shows the bearing characteristics and Fig. 2 shows the eight
calculated linear bearing stiffness and damping coefficients~@18#!.
The bearing supports consist of rigid housings mounted on flex-
ible elements. The flexible element design was based on a beam-
type construction with stiffening plates connected at the ends. It
was constructed of aluminum. The oil drained from the bearing
housing passed through drainpipes in the flexible element to the
oil reservoir located under the assembly. Figure 3 shows a detail
of the bearing housing with the flexible element. Figure 4 shows
the design of the flexible support element with the stiffening
plates. Changing the stiffening plates parametrically varies the
horizontal stiffness of the support element while the vertical stiff-

1Currently at DuPont Engineering Technologies, Wilmington, DE.
Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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8–11, 2000; Paper 00-GT-404. Manuscript received by IGTI, Nov. 1999; final revi-
sion received by ASME Headquarters, Feb. 2000. Associate Editor: D. Wisler.
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ness remains constant. The stiffening plates used in this work
were made of aluminum with a width of 31.75 mm and a thick-
ness of 0.762 mm.

Flexible Supports Characteristics
The dynamic characteristics of the support were determined

experimentally. Electromechanical shakers were attached to the
bearing housing through piezoelectric force transducers and a thin

Fig. 1 Experimental setup

Fig. 2 Bearing stiffness and damping coefficients

Fig. 3 Details of the bearing housing and flexible support

Fig. 4 Flexible support element design „dimensions are in
mm …

Table 1 Bearing characteristics
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rod. The use of the thin rod minimized the effects of misalignment
between the shaker and the bearing housing. A sine sweep excita-
tion was used and the acceleration of the bearing housings was
measured in the vertical and horizontal directions. The excitation
was applied to each support, one direction at a time. A total of 16
accelarances were measured, corresponding to the direct, cross-
coupling, and cross-talk between the bearing housings. An ac-
celerance matrix can be assembled for this support configuration
as

(1)

The subscripts 1 and 2 refer to support 1 and 2, respectively. In
order to use the experimental data several steps are necessary.
First, the accelerance data is integrated twice to get the dynamic
compliance of the supports. This is not strictly necessary but it is
convenient because most rotordynamic programs use displace-
ments and rotations as the unknown variables. After the integra-
tion, Eq. ~1! becomes

(2)

where@DC(v)# is the dynamic compliance matrix of the support
structure. This matrix is defined for each of the frequencies used
for the excitation of the supports. The dynamic compliance matrix
can be used directly for unbalance response but fails to capture the
support dynamics for stability analysis~@5#!. An extra step is nec-
essary. Polynomial transfer functions are calculated from each of
the terms of the dynamic compliance matrix. These transfer func-
tions can be calculated using one of the several system identifica-
tion techniques available~@19–23#!. Equation~2! becomes

(3)

Equation ~3! defines the transfer function matrix~TFM! of the
support structure. The TFM is defined as a function of the com-
plex variables and it is valid in the whole complex plane. The
elements of the TFM are of the form

gi j 5
ansn1an21sn211 . . . 1a1s1a0

sm1bm21sm211 . . . 1b1s1b0
. (4)

Richardson and Formenti@20,21# present a method to select the
order of the polynomials for the fitting process. A good starting
point for the order of the denominator is to count the number of
peaks~modes! in the range of interest and multiply the result by
two ~second order differential equations!.

Table 2 shows the coefficients for a typical polynomial transfer
function. This table shows the direct transfer function of support 1
in the horizontal direction (gx1x1). The denominator is of order 24
and the numerator of order 22.

For unbalance responses5 ivs . For stability analysiss5p
6 ivd . Flexible support equations require the stiffness and damp-
ing coefficients~they can also be combined to form complex stiff-
ness coefficients!. These coefficients are obtained by inverting the
transfer function matrix for each complex frequencysi and ex-
tracted as

@Kdyn~s!#5@G~s!#21

@Csup#5
Im~@Kdyn~s!# !

Im~s!
(5)

@Ksup#5Re~@Kdyn~s!# !2
Re~s!

Im~s!
Im~@Kdyn~s!# !.

These support stiffness and damping coefficients are used with
the standard methods to include the support effects in rotordy-
namic analysis. However, the variation of the coefficients with the
complex frequency has to be included in the analysis tool.

Figures 5 through 7 show the magnitude of the measured dy-
namic compliance of the support structure~the dynamic compli-
ance is the double integration of the accelerance and therefore
considered as measured data!. Because the support structure is a
passive system, the dynamic compliance matrix~Eq. ~2!! must be
symmetric. Therefore, it is sufficient to show the upper right half
of the matrix. Figure 5 shows the magnitude of the direct and
cross talk dynamic compliance in the horizontal direction. Both
uDCx1x2u and uDCx2x1u are shown to verify the symmetry condi-
tion. This figure shows that the direct response in both supports is
similar. Support 2 is more flexible at the 4200 cpm resonance. It is
important to note that the magnitude of the crosstalk dynamic
compliance is in the same order of magnitude as the magnitude of
the direct dynamic compliance. This indicates that the crosstalk
between supports has a large influence in the response of the rotor.

Figure 6 shows the magnitude of the measured direct and
crosstalk support dynamic compliance in the vertical direction.
This figure also confirms the symmetry of the dynamic compli-
ance matrix. The dynamic compliance in the vertical direction is
one order of magnitude smaller than in the horizontal direction.
This indicates that the stiffness of the support is one order of

Table 2 Polynomial coefficients for Gx1x1

Journal of Engineering for Gas Turbines and Power APRIL 2002, Vol. 124 Õ 371

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



magnitude larger in the vertical direction than in the horizontal
direction. This shows the anisotropy of the support structure.

Figure 7 shows the magnitude of the cross coupling terms of
the dynamic compliance matrix. The magnitude of the cross-
coupling term is in the same order of magnitude as the direct
response in the vertical direction and one order of magnitude
smaller than the direct response in the horizontal direction. This
indicates~and will be shown later! that the cross-coupling does
not have an effect as large as the crosstalk between supports.

The static stiffness of the supports was obtained by extrapolat-
ing the measured dynamic compliance data to zero frequency.
This is easily accomplished once polynomial transfer functions
are fitted to the dynamic compliance data. To get the support static
stiffness just calculate

@Kdyn~0!#5@G~0!#21

if Im ~@Kdyn~0!# !50 (6)

@Ksup#5Re~@Kdyn~0!# !.

Equation~6! is a special case of Eq.~5!. For this equation to be
valid, the support dynamic stiffness matrix must be real at zero
frequency.

The static stiffness of support 1 is 1.07 106 N/m in the horizon-
tal direction and 1.66 107 N/m in the vertical direction. The mea-
sured static stiffness of support 2 is 1.08 106 N/m in the horizontal
direction and 1.39 107 N/m in the vertical direction. The mass of
the bearing and bearing housing~12.7 kg! was used as the support
mass for single mass supports. Damping equal to two percent of
the critical damping was assumed. The support stiffness to bearing
stiffness ratio for support 1 is within 0.13 and 0.17 in the horizon-
tal direction and within 1.5 and 3.7 for the vertical direction. For
support 2 the support stiffness to bearing stiffness ratio is within
0.13 and 0.17 in the horizontal direction and within 1.3 and 3.1 in
the vertical direction. These values were used for the coefficients
of the single mass supports because they are the most easily ob-
tainable values and are the most likely used for an engineer in the
field.

Unbalance Response
The unbalance response of the rotor was measured during

runup from 1000 rpm to 6000 rpm with a speed resolution of 10
rpm. The average acceleration of the rotor was 3.5 rad/s2. Known
unbalance distributions were applied to the rotor and the response
was measured twice. The second time, the unbalance weights
were located at 180 deg from the original location. The unbalance
response of the rotor to the applied unbalance distribution is ob-
tained by subtracting the response of the second run from the
response of the first run and dividing the result by 2. This opera-
tion eliminates the effects of mechanical and electrical runout,
shaft bow, and residual unbalance.

Figure 8 shows the unbalance response near the middle disk for
an unbalance weight of 8.92 gr-mm located at 225 deg~lead! on
the middle disk. The unbalance distribution is designed to excite
the first critical speed. This figure shows three main responses.
The response at 1900 rpm corresponds to a structural resonance.
The response at 2550 rpm corresponds to the first critical speed
and the response around 4000 rpm corresponds to a coupling with
the second critical speed of the rotor. This figure also shows pre-
dicted responses using different models for the support structure.
The predicted response using single mass supports does not agree
with the experimental data, showing two responses, one at the
structural resonance of 1900 rpm and the other at 3500 rpm.

Fig. 5 Magnitude of the measured direct and crosstalk sup-
port dynamic compliance in the horizontal direction

Fig. 6 Magnitude of the measured direct and crosstalk sup-
port dynamic compliance in the vertical direction

Fig. 7 Magnitude of the measured cross-coupling dynamic
compliance

Fig. 8 Measured and predicted unbalance response near
the middle disk in the horizontal direction. Unbalance distribu-
tion 1
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The analysis using rigid support model predicts the first critical
speed at 2530 rpm~0.7 percent below the measured critical speed!
but the predicted amplitude is 134 percent larger than the mea-
sured amplitude at the first critical speed.

The predictions using the transfer function representation of the
support structure show better agreement with the experimental
data. Using all the terms of the transfer function matrix predicts
the first critical speed at 2520 rpm~1.2 percent below the mea-
sured critical speed!. The predicted magnitude at the critical speed
is six percent larger than the measured response. Neglecting the
crosstalk between supports predicts a double critical speed, 2390
rpm and 2520 rpm. The predicted magnitude at the critical speed
is 33.1 percent smaller than the magnitude of the measured
response.

The analysis ignoring the cross coupling between the horizontal
and vertical directions predicts the first critical speed at 2550 rpm.
The predicted magnitude at the critical speed is ten percent
smaller than the magnitude of the measured response.

Figure 9 shows the unbalance response near the right disk for
an unbalance distribution of 22.86 gr-mm at 30 deg~lead! on the
left disk and 22.86 gr-mm at 210 deg~lead! on the right disk. This
unbalance distribution is designed to excite the second critical
speed. The measured second critical speed of the rotor is 3980
rpm.

The predicted unbalance response using single mass supports
does not agree with the measured data. It shows a peak at 2600
rpm and does not predict the second critical speed within the
range of operation~the second critical speed is predicted at 9860
rpm!.

The analysis using the rigid support models predicts the small
coupling with the first mode of vibration. The second critical
speed is predicted at 10,350 rpm~outside the range of operation
and 160 percent above the measured second critical speed! with
amplitude of 56.1mm ~310 percent above the magnitude of the
measured response at the second critical speed!.

The analysis using all the terms of the transfer function matrix
predicts the second critical speed at 4130 rpm~3.8 percent above
the measured second critical!. The predicted magnitude at the sec-
ond critical speed is 1.5 percent smaller than the magnitude of the
measured response. The predictions neglecting the cross-coupling
effects between the horizontal and vertical directions are identical
to the prediction including all the terms in the transfer function
matrix.

The analysis assuming independent supports~cross talk be-
tween supports is not considered! predicts the second critical
speed at 4250 rpm~6.8 percent above the measured second critical
speed!. The predicted magnitude at the second critical speed is
41.4 percent smaller than the magnitude of the measured response
at the second critical speed.

Stability
To determine the stability threshold, the rotor was accelerated

until the rotor became unstable. Figure 10 shows the spectral map
of the vibration displacement at the center disk. The spectral map
shows the frequency contents of the vibration signal for different
rotor speeds. This spectral map permits the identification of vibra-
tion frequency components at different rotor speeds. Figure 10
was created during rotor runup from 6000 rpm until the stability
threshold of 9350 rpm with a frequency resolution of 60 cpm~1
Hz! and a speed resolution of 50 rpm.

The stability threshold was defined as the speed were sub-
synchronous vibrations were self-sustained and grew with time.
For a lightly damped system, this definition of the stability thresh-
old is important because sub-synchronous vibrations may be
present but the overall vibration does not grow in time. The spec-
tral map shows the instability~at 2640 cpm! and the 1X and 2X
vibrations components~synchronous and two times the running
speed!. The vibration component at the running speed includes the
effects of mechanical and electrical runout and residual unbalance.

Figure 11 shows the stability map calculated for the rotor sys-
tem using different support models. The logarithmic decrement is
plotted against the rotor speed because the cross coupling in the
bearing is the only instability mechanism present in the system.
The measured stability threshold is included in the figure, includ-
ing the experimental uncertainty.

The analysis using rigid support models predicts the instability
threshold at 5210 rpm, 44.28 percent below the measured insta-
bility threshold. Using single mass supports predicted the stability
threshold at 13000 rpm, 39 percent above the measured stability
threshold. The stability analysis including all the terms in the
transfer function matrix predicts the instability threshold at 9320
rpm, 0.32 percent below the measured threshold and within the
experimental uncertainty. Analysis neglecting the effects of cross
coupling between the vertical and horizontal directions predicts
the stability threshold at 9230 rpm, 1.2 percent below the mea-

Fig. 9 Measured and predicted unbalance response near the
right disk in the horizontal direction. Unbalance distribution 2.

Fig. 10 Spectral map of the vibration displacement at the
middle disk

Fig. 11 Stability maps comparing different support models
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sured stability threshold. The analysis assuming independent sup-
ports ~does not include the cross talk between supports! predicts
the stability threshold at 7224 rpm, 22.7 percent below the mea-
sured stability threshold.

Summary and Conclusions
This work presents the unbalance response and stability of a

flexible rotor supported by identical fluid film bearings on aniso-
tropic flexible supports. The dynamic behavior of the support
structure was measured and introduced into the rotordynamic
analyses in the form of polynomial transfer functions.

Specific conclusions of this work are as follows:

1. The support structure may have a very important influence
in the behavior of rotating machinery. Analysis assuming
rigid supports predicts the first critical speed within 0.7 per-
cent of the measured critical speed but with the amplitude
134 percent larger than the measured amplitude. The second
critical speed is predicted outside the range of operation at
10350 rpm, 160 percent above the measured critical speed
and with amplitude 310 percent larger than the measured
amplitude. The stability analysis predicted the instability
threshold at 5210 rpm, 44.28 percent below the measured
instability threshold.

2. The dynamic effects of the support structure can be intro-
duced into unbalance response and stability analyses with
polynomial transfer functions.

3. Rotordynamic analyses using polynomial transfer functions
agree with the experimental data. The predicted first and
second critical speeds agree with the measured critical speed
within 1.2 percent and 3.8 percent, respectively. The pre-
dicted magnitude of the response at the first and second
critical speeds agree with the magnitude of the measured
response within 6 percent and 1.5 percent, respectively. The
predicted stability threshold agrees with the measured
threshold within 0.32 percent~within the experimental un-
certainty of instability threshold!.

4. Cross-coupling between the horizontal and vertical direc-
tions does not have a large effect in the analysis. The pre-
dicted first and second critical speeds are within 1.2 percent
and 3.8 percent of the measured critical speeds while the
predicted magnitudes at these critical speeds are within 10
percent and 1.5 percent of the magnitude of the measured
response at the critical speeds. The predicted instability
threshold was within 1.2 percent of the measured threshold.

5. The crosstalk between supports has an important effect in
the rotor-bearing systems used in this work. The analyses
assuming independent supports predicted a split first critical
speed with a magnitude 33.1 percent smaller than the mag-
nitude of the measured response. The predicted second criti-
cal speed was 6.8 percent above the measured critical speed
with a predicted magnitude 41.4 percent smaller than the
magnitude of the measured response at the second critical
speed. The predicted instability threshold was 22.7 percent
below the measured instability threshold. The effect of the
cross talk between support depends on the configuration of
the support structure and may not be important in all cases.

6. Single mass support models created using the static stiffness
of the support and the mass of the bearing and bearing hous-
ing do not capture the dynamic behavior of the support
structure for unbalance response and stability analyses.
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Performance of a Foil-Magnetic
Hybrid Bearing
To meet the advanced bearing needs of modern turbomachinery, a hybrid foil-magnetic
hybrid bearing system was designed, fabricated, and tested in a test rig designed to
simulate the rotor dynamics of a small gas turbine engine (31 kN to 53 kN thrust class).
This oil-free bearing system combines the excellent low and zero-speed capabilities of the
magnetic bearing with the high-load capacity and high-speed performance of the compli-
ant foil bearing. An experimental program is described which documents the capabilities
of the bearing system for sharing load during operation at up to 30,000 rpm and the foil
bearing component’s ability to function as a backup in case of magnetic bearing failure.
At an operating speed of 22,000 rpm, loads exceeding 5300 N were carried by the system.
This load sharing could be manipulated by an especially designed electronic control
algorithm. In all tests, rotor excursions were small and stable. During deliberately staged
magnetic bearing malfunctions, the foil bearing proved capable of supporting the rotor
during continued operation at full load and speed, as well as allowing a safe rotor
coastdown. The hybrid system tripled the load capacity of the magnetic bearing alone and
can offer a significant reduction in total bearing weight compared to a comparable mag-
netic bearing. @DOI: 10.1115/1.1417485#

Introduction
Advancement in turbine engine performance has been, and con-

tinues to be, a critical element in maintaining U.S. technological
superiority. In the near future advanced turbomachinery is ex-
pected to require bearings capable of continuous operation at be-
tween three to four million DN~where D is the diameter in mm, N
is the shaft speed in rpm! and temperatures of up to 500 °C. Even
current state of the art liquid lubricated, ceramic rolling element
bearings are severely challenged by these conditions. Conse-
quently, what is needed is not a mere improvement of present day
practices or gradual progress in bearing design, but a new ap-
proach to bearing technology. One approach is to develop a new
category of oil-free bearings.

One such oil free system is represented by active magnetic
bearings~AMB !. Magnetic bearings offer a number of benefits,
including:

• operation at zero and low speeds,
• active control of rotor system dynamics,
• potential for high-temperature capability, and
• low losses.

Offsetting these are a number of concerns:

• finite load capacity~no overload beyond maximum design
load!,

• generally poor response to transient conditions and shocks
~control system bandwidth is frequently limited!,

• problems with high-frequency structural dynamics~noncollo-
cation issues, actuator location constraints and finite band-
width!, and

• large number of potential failure modes due to number of
components in control loop.

Much of the current research aimed at increasing AMB reliabil-
ity, is directed towards fault-tolerant redundant systems. These
systems frequently are significantly more complex. However,

even with redundant AMB systems, many end-users will require
some form of backup bearing. Furthermore, even if a completely
fail-safe magnetic bearing system were developed, there must still
be a bearing-like mechanical element to support the rotor when
the AMB system is not active.

Historically, rolling element bearings~REB! with a fixed clear-
ance between the inner race and the rotor surface have been used
as backup bearings in most AMB applications. The success of this
approach has been mixed. In small and/or low-speed machines,
generally acceptable performance is obtained. In larger and higher
speed machines, there have been many problems. Much of the
difficulty with AMB backup bearings is associated with the initial
transient when the journal drops onto the heretofore nonrotating,
unloaded REB~@1#!. The sudden REB acceleration from zero to
full speed is likely to lead to ball skidding and cage damage, if not
outright failure, as well as galling and destructive wear of the
journal and inner race due to the large inertia of the components
during the initial spinup of the bearing. The impact loads during a
transient can also be orders of magnitude higher than the steady
load. In addition, rotor rebounds in the REB clearance space can
excite rotor system natural frequencies, and result in a violent
backward whirl~@2#!. Even if the transient problems can be over-
come, REB based backup bearings have limited life under these
conditions due to high speeds and generally poor lubrication con-
ditions. Thus, as a backup bearing expected to substitute for a
failed magnetic bearing, a REB is often an inadequate solution,
especially in larger machinery. Even alternatives, such as the zero
clearance auxiliary bearing~@3,4#!, or cone profiles on the shaft
and inner race, which solve many of the dynamic problems asso-
ciated with the fixed clearance, have operating life limitations.
Likewise, solid bushing-type backup bearings, which are some-
times used in place of a REB, are generally not applicable to
larger machinery due to the high loads and surface speeds in-
volved.

Another oil-free bearing which has been applied successfully in
advanced high-speed machinery, is the air lubricated, compliant
surface foil bearing~see, for example,@5–9#!. A recent summary
of progress in the state of the art for foil bearings is presented in
Heshmat and Heshmat@10#. These bearings have been applied to
a wide range of high-speed machinery, with operating environ-
ments ranging from cryogenic to high temperature and speeds
from 30,000 RPM to well in excess of 100,000 RPM.

As shown in Fig. 1, the essential feature of such a bearing is its

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
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revision received by ASME Headquarters February 2000. Associate Editor: D.
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twofold mechanism of imparting stiffness and damping to the sys-
tem. One is via the geometry and materials of the complaint sup-
port structure. The other is due to the hydrodynamic film between
journal and top foil. The compliant support can consist of one or
more corrugated bump foils, which offer great flexibility in de-
signing dynamic characteristics for a specific system. Additional
design flexibility is afforded through construction as a single top
foil, or a multipad bearing with multiple top foil segments.

The complaint construction allows the foils to be forced radi-
ally outwards by the hydrodynamic pressure as speed increases,
thus forming a converging wedge. This self-generated converging
wedge becomes more pronounced with increasing speed and load
thereby increasing load capacity. The complaint foil surface
readily accommodates itself to rotor centrifugal and thermal
growth, as well as thermal and mechanical deformations of the
bearing housing. These bearings have also demonstrated good per-
formance under shock loading@11#.

From a historical perspective there has been a considerable ad-
vance in CSFB technology over the last decade. The capabilities
of advanced designs now meet the requirements for advanced ap-
plications, with unit loadings in excess of 689 kPa~@7#!, and ad-
equate damping to allow successful operation of a foil bearing
supported rotor at shaft speeds above the first system bending
critical speed~@12,13#!.

While CSFB’s have many advantages, they are a hydrodynamic
bearing, hence the journal contacts the bearing surface at rest, and
at low speeds during startup and shutdown. An appropriate wear-
resistant coating is usually required to minimize wear. Thus, in
general, whenever there is a high load on startup, or persistent
start-stop cycling, or prolonged low-speed operation, the foil bear-
ing may present operational problems. Additionally, foil bearing
do not offer the option of active shaft control as is available with
a magnetic bearing.

Foil-Magnetic Hybrid Bearing
Since the foil bearing has a number of advantages at high

speeds and the magnetic bearing at zero and low speeds, it is
natural to combine the two technologies. A hybrid bearing com-
bining the two bearings takes advantage of the strengths of each
while compensating for each other’s weaknesses. Such a hybrid
bearing exhibits the characteristics of high load capacity of the
CSFB along with the high static stiffness and control versatility of
the AMB ~@6#!. Such a hybrid system represents a significant tech-
nological advancement in terms of range of operation and reliabil-
ity. This work documents the initial tests of a commercially useful
hybrid bearing system which combines a 121 mm diameter active
magnetic bearing with a 100-mm diameter compliant surface foil
bearing. This hybrid bearing has demonstrated load support capa-
bility of 5300 N at 22,000 rpm, and is believed to have an ultimate
load capacity approaching 7000 N. This hybrid bearing can be
configured as a nested design, by either inserting the foil bearing
components in the radial gap between the AMB poles and the
rotor or, in the case of a homopolar AMB, using the axial space
between the sets of poles. The nested configuration is only slightly
heavier than the magnetic bearing alone, and of comparable size.
Alternately, the foil-magnetic bearing could be configured in a
side-by-side arrangement, allowing a reduction in the length and
weight of the AMB, but maintaining the same operating load ca-
pacity, with a small increase in total shaft length required for the
bearing. A number of tradeoffs can be envisioned.

Experimental Setup
The test rig constructed for the development of the foil bearing

is shown in Fig. 2. The test rig rotor was designed to simulate the
rotor dynamics of the main rotor of a small gas turbine engine. It
is described in detail in Swanson, Walton, and Heshmat@14#. A
brief description is as follows: The drive end of the test rig is
supported by a 20-mm bore, grease lubricated, deep-groove ball
bearing installed in a compliant mount. The test rig is driven from
the ball bearing end with a 37 kW induction motor through a
high-speed flexible coupling. Speed is controlled with a variable
frequency drive which allows bi-directional operation from zero
to 36,000 rpm with provisions for dynamic braking. The shaft is
coupled to the motor through a disk pack-type coupling with low
angular stiffness to minimize its influence on the test rig. The
entire rig is mounted on a heavy tee-slot base which allows con-
siderable flexibility for mounting test components. The rotor is
985 mm long, with a mass of approximately 63 kg. A 100-mm
diameter sleeve is mounted at one end of the shaft as a running
surface for the bearing. Due to heavy shrink fits and the relatively
thin sleeve wall, the running surface of the sleeve departed sig-
nificantly from a true cylinder. Figure 3 shows the measured pro-
file of the installed sleeve with the location of the foil bearing
indicated. Two eddy-current displacement sensors are located ad-
jacent to the foil bearing to monitor shaft vertical and horizontal
displacements. Two additional eddy-current displacement sensors
are located inboard of the magnetic bearing for AMB control and
shaft position monitoring. Based on calibrations performed, the
displacement readings are accurate within65 mm over the range
of shaft excursion.

In order to apply a load on the test bearing, a hydraulic loading
system was attached outboard the foil bearing, as shown in Fig. 2.
The loader system consists of a duplex pair, angular contact bear-
ing attached to the shaft, an oil-jet lubrication system, oil seals,
load cells, and hydraulic cylinders to apply the load. The system is
operated with a hand pump, and is capable of applying unidirec-
tional loads of more than 6.7 kN to the shaft both vertically and
horizontally. Each axis of the loader was provided with a load cell
to allow the total applied load to be measured. Each bearing was
also mounted on load cells to allow the individual bearing loads to
be measured separately. Problems with dynamic loads and load
cell zero drift, however, made both of these load measurements
inaccurate with the rig operating. Thus, an experimentally deter-

Fig. 1 Components of foil bearing
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mined relationship for magnetic bearing load based on control
current and shaft position was used to determine the magnetic
bearing load component. This information, along with the mea-
sured total load, could then be used to compute the foil bearing
load. The load measurements are accurate to at least610 percent,
which was deemed sufficient for the purposes of this study.

A 24-channel 16-bit high-speed digital data acquisition system
which samples all channels simultaneously was used in parallel
with a 14-channel analog data recorder to acquire and store test
results. A user interface allowed for real time as well as post-test
data analysis. The analog data recorder was used a backup to the
digital data acquisition system as well as to monitor rig perfor-
mance between tests.

Test Bearing
Two possible modes of combining the magnetic and foil bear-

ing were considered: nested and side by side. To simplify this
initial study, a side-by-side arrangement was selected as shown in
Fig. 2, although this is not optimal from the standpoint of size and
weight. Due to the presence of high eddy currents at high speeds,
an eight-pole homopolar magnetic design with was chosen. The
parameters for the magnetic bearing are as shown in Table 1. The
foil bearing parameters are as shown in Table 2. The foil bearing
was also tested separately, as is discussed in~@15#!. In the side-
by-side arrangement of the two bearings used for these tests, the
foil bearing was located at the outboard end of the test rig as
shown in Fig. 2. Note should also be taken of the different clear-
ances in the two bearings; in a concentric position the CSFB’s

Fig. 2 Test rig outline

Fig. 3 Measured journal sleeve deformation

Table 1 AMB parameters

Load
capacity

980 N in normal operation
1700 N at saturation

Shaft
diameter

121 mm

Axial length 2321.8 mm
Control
current

8 A nominal
16 A for maximum load

Bias current 8 A nominal
16 A for maximum load

Bias winding 200 turns
Bias design
flux

6 k Gauss nominal
10 k Gauss for maximum load

Laminates 177mm silicon-iron
Pole area 1600 mm2

Centered air
Gap

635 mm

Table 2 Foil bearing parameters

Load capacity 5300 N @ 22,000 rpm~predicted!
Shaft
diameter

100 mm

Axial length 75 mm
Clearance
ratio

0.002

Foil extent 355 deg.
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radial clearance is 101mm when the shaft is not rotating, whereas
the concentric radial clearance in the AMB is 635mm. Thus, even
when heavily loaded, the foil bearing will limit shaft motion to a
fraction of the magnetic bearing clearance.

Control Algorithm
An important aspect in a CSFB-AMB hybrid operation is the

development of a control system. Using a conventional
proportional-integral-derivative~PID! control algorithm, the con-
troller would attempt to force the journal to a centered position at
all times, regardless of load. However, in a loaded foil bearing the
journal runs at some eccentricity and attitude angle when support-
ing a load. One approach to coordinating the characteristics of the
two bearings is a supervisory control system which is described in
Heshmat, Chen, and Walton@6#. Briefly, this algorithm functions
as follows:

Step 1. At a given speed the AMB takes all the steady-state
load so that total load and its direction can be ascertained.

Step 2. Using the stored data the eccentricity and attitude
angle of the foil bearing are determined for a chosen share of the
load.

Step 3. The AMB reference location is moved to the foil bear-
ing eccentric position. Once rotor center has been relocated the
currents are measured and the load carried by the AMB calcu-
lated. Also, magnetic stiffnesses as well as the dynamic stiffness
as a function of excitation frequency can be obtained from the
PID gains.

Step 4. Calculate the stiffness and damping of the foil bearing
for the steady-state load. These dynamic coefficients are added to
the those of the magnetic bearing.

Step 5. Check the adequacy of the combined dynamic prop-
erties in terms of rotor stability. If not adequate, adjust the PID
controller to improve them.

Operational Characteristics
An extensive series of tests was conducted to verify the com-

bined performance of the two bearings. These tests focused on
several issues:~1! system operation from 0 to 30,000 RPM with
shaft load,~2! system operation at varying load magnitudes,~3!
system operation for varying load angles,~4! system operation
during transition from AMB to CSFB, and~5! system operation
during simulated failures of the magnetic bearing.

Fig. 4 Run-up to 30,000 rpm, 355 N load

Fig. 5 Averaged vertical spectrum operating at 25,000 rpm, 355 N load

Fig. 6 Averaged horizontal spectrum operating at 25,000 rpm, 355 N load

378 Õ Vol. 124, APRIL 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Shaft Load Operation. For this series of tests, operation with
the shaft dead load of 355 N was examined. Load sharing was
specified to be approximately all magnetic bearing at low speed,
gradually increasing to 80 percent foil bearing at 30,000 RPM.
Fig. 4 presents the measured magnetic bearing load and shaft
position versus speed for a test starting from zero and accelerating
to 30,000 rpm. As speed increased the portion of load carried by
the AMB decreased, the remainder being carried by the CSFB. As
shown in Fig. 4, the hybrid bearing operated over the entire speed
range, smoothly transferring the load from the magnetic bearing to
the foil bearing as desired.

Figures 5 and 6 present typical steady state displacement spec-
tra when the AMB was supporting most of the load at 25,000
RPM. Figures 7 and 8 present the peak-held spectra for a coast

down on the hybrid bearing under shaft load of 355 N. The data
shown are for the magnetic bearing probes. These figures show
that the hybrid bearing is stable over a range of operating speeds,
with the primary synchronous response. The similarity between
the vertical and horizontal motions suggests that the bearing is
nearly isotropic under this loading condition.

Load SharingÕHigher Loads. For this series of tests, a range
of discrete load sharing/speed points were targeted. Figures 9–11
present some of the points examined. The total loads ranging from
750 N to 5300 N. Each of these test points specified was achieved
through a supervisory control system similar to that described
above, which balanced the load between the two bearings. The
wide range of load combinations shown demonstrates the ability

Fig. 7 Vertical waterfall for coastdown from 30,000 rpm, 355 N load

Fig. 8 Horizontal waterfall for coastdown from 30,000 rpm, 355 N load
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of the hybrid bearing to control the amount of load shared, as well
as stable operation over a wide range of load sharing splits.

Operation During AMB Failure. As discussed previously,
one of the advantages of a foil-magnetic hybrid bearing is the
redundancy in the bearing system. In most applications, this re-
dundancy can eliminate the need for an auxiliary/backup bearing
for the magnetic bearing. Two distinct regimes of operation must
be considered. The first is failure of the magnetic bearing at op-
erating speed, with a potential requirement for the foil bearing to
continue to operate as the primary load support. The second is a
failure at lower speed, wherein the foil bearing would need to

provide adequate shaft support for a safe machine shutdown. Note
that continued operation will, of necessity, also require the ability
for eventual regimes, a number of tests were performed. To sim-
plify testing, these tests were conducted under shaft load alone. To
increase the severity of the test, the system was operated with the
magnetic bearing component supporting most of the shaft load
prior to the simulated failure. A total of 13 different failure modes
at two different speeds were considered. A typical worst case rotor
response is shown in Fig. 12. As shown in this figure, consider-
ation was also given to the possibility that the magnetic bearing
fault could be removed, thus requiring re-activation of the mag-
netic bearing. Again, to increase the severity of these tests, the
operating point was shifted from total foil bearing load support to
primarily magnetic bearing support. Additionally, the magnetic
bearing was not operated in a soft-start mode, resulting in a sub-
stantial overshoot at re-activation. Note the substantial shaft over-
shoot. Indeed, if this response is compared with the failure tran-
sient, it can be seen that the larger dynamic loads appear to occur
at bearing start-up in these tests.

As discussed in Swanson and Heshmat@15#, which considers
operation with the foil bearing alone, this bearing had no problem
supporting loads of up to 4200 N, and was operated for periods of
up to 1 hour to demonstrate thermal stability. Based on these
results, the foil bearing in a foil-magnetic hybrid bearing can pro-
vide a continuous full load, full-speed operation capability. Addi-
tionally, the testing reported in this work demonstrated a coast-
down to a full stop under shaft load without bearing damage.
Thus, except possibly in the case of extremely high bearing loads,
the foil bearing also provides a safe shutdown capability.

SummaryÕConclusions
Experimental tests of a foil-magnetic hybrid bearing has dem-

onstrated the viability of the concept. This bearing offers greatFig. 9 Hybrid loads 1

Fig. 10 Hybrid loads 2
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promise for aerospace applications, especially in light of the po-
tential to triple the bearing load capacity relative to a similar size
and weight magnetic bearing~@6#!. This work has demonstrated
several key features:

1 The hybrid arrangement functioned without problems to a
maximum speed of 30,000 rpm, with a maximum tested load of
5300 N at 22,000 rpm.

2 The CSFB functioned well as a backup device in absorbing
the transient impact of an AMB shutdown. It proved capable of
either supporting the shaft during coastdown, or during continued
operation.

3 Under the control of a proper monitoring system successful

load sharing could be achieved. Within the constraint of limited
foil bearing load capacity at low speed, considerable flexibility in
load sharing was observed.
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Thermoelastic Stress Analysis: An
NDE Tool for Residual Stress
Assessment of Metallic Alloys
The primary objective of this report involves studying and developing various experimen-
tal techniques for accurate measurement of the mean stress effect in thermoelastic stress
analysis (TSA, also recognized as SPATE: stress pattern analysis by thermal emission).
The analysis of cyclic mean stresses at the coupon level directly relates to the measure-
ment of residual stresses in structures. In a previous study by the authors, it was shown
that cyclic mean stresses significantly influenced the TSA results for titanium and nickel-
based alloys, although, difficulties were encountered concerning the quantification of the
mean stress effect because of large test-to-test variations. This study continues the effort
of accurate direct measurements of the mean stress effect by implementing various ex-
perimental modifications. In addition, a more in-depth analysis is included which involves
analyzing the second harmonic of the temperature response. By obtaining the amplitudes
of the first and second harmonics, the stress amplitude and the mean stress at a given
point on a structure subjected to a cyclic load can be simultaneously obtained. The rather
complex analysis of the temperature response involves obtaining the first and second
harmonic amplitudes for 16384 infrared detectors (1283128 focal plane array). Upon
establishing a protocol for mean stress measurements in the laboratory using the TSA
technique, the next step is to utilize the method to assess residual stress states in complex
structures during manufacturing and life.@DOI: 10.1115/1.1417982#

Introduction
Thermoelastic stress analysis~TSA! is a full-field noncontact-

ing technique for surface stress mapping of structures. TSA is
based on the fact that materials experience a temperature change
when compressed or expanded~i.e., experience a change in vol-
ume!. If the load causing the volumetric change is removed and
the material returns to its original temperature and shape, the pro-
cess is deemed reversible. This reversibility is achieved when a
material is loaded elastically at a high enough rate so as to elimi-
nate significant conduction of heat. The thermoelastic temperature
change, in steel for instance, as a result of an applied cyclic load
of 1.0 MPa~145 psi! is on the order of 0.001°C~@1#!.

Lord Kelvin @2# first quantified an analytical relationship be-
tween the change in temperature and the change in stress. The
formulation is as follows:

dT

To
5

2adI 1

rCp
(1)

52KdI 1 (2)

wheredT is the cyclic change in temperature;a is the coefficient
of linear thermal expansion;To is the absolute temperature of the
specimen;dI 1 is the change in the sum of the principal stresses;r
is the material density;Cp is the specific heat at constant pressure;
andK is the thermoelastic constant. Note that the formulations of
Eqs.~1! and~2! indicate thatdT is independent of the mean stress.
Therefore,dT is assumed to remain constant for a given stress
range,dI 1 , and absolute temperature,To , regardless of the ap-
plied mean stress.

In recent years, experimental data as well as theoretical formu-
lations have shown a mean stress dependence concerning the ther-

moelastic constant,K. Such stress dependence was illustrated ex-
perimentally by Machin et al.@3# and Dunn et al.@4#. The
theoretical explanation for this nonlinear response was defined by
Wong et al.@5#. Additional experimental evidence of the mean
stress effect was provided in Wong et al.@6#. In Wong et al.@5#,
the reformulated theory shows that the mean stress dependence of
the thermoelastic parameter~earlier referred to as a constant! is
fully accounted for by the temperature dependence of the elastic
moduli of the material.

In this paper, further experimental verification of the mean
stress effect is provided. This includes both a direct measure of the
TSA signal as a function of the mean stress as well as an in-depth
analysis of the first and second harmonics of the TSA signal. The
theory, as described in the following section, shows that the ther-
moelastic response of a structure subjected to a pure sinusoidal
mechanical load with a frequency,v, produces a TSA signal with
frequency components at the primary frequency,v, as well as the
second harmonic, 2v. The first harmonic of the thermal response
is a function of the cyclic stress amplitude and the mean stress
while the second harmonic is a function of the square of the stress
amplitude. By obtaining the TSA amplitudes of the first and sec-
ond harmonics, the stress amplitude and the mean stress at a given
point on a structure subjected to a cyclic load can be simulta-
neously obtained. Furthermore, comparisons are made between
the theoretical predictions and the experimental data. Once confi-
dence is achieved concerning the measured TSA response, then
steps can be taken for developing empirical relationships between
the TSA signal and the cyclic stress state of various materials.

It should be noted that the past thermoelastic data~see above
references! were produced utilizing TSA systems with infrared
~IR! cameras based on a single detector. This single detector cam-
era incorporates a network of scanning mirrors to provide an im-
age of an area. In the above references, the scanning devices were
disengaged and only the information from a single point on the
specimens was analyzed. For this study, the TSA system uses an
IR camera with a 1283128 focal plane array~FPA! of detectors.
As a result, the reported IR detector response is based on the
average of an array of detectors representing a larger two-
dimensional area on the specimen surface. To obtain the first and
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second harmonics of a TSA signal composed of an array of IR
detectors, hardware modifications of the current TSA system were
required and are detailed in the Experimental Methods section.

The alloy of interest in this study is a titanium-based alloy,
TIMETAL 21S. This material is utilized by the aviation industry
in propulsion components due to its relative lightweight, high
strength, and stiffness, as well as its property retention at elevated
temperatures.

During manufacturing, certain components, which are subjected
to a cyclic fatigue environment, are fabricated so as to contain
compressive residual stresses on the surface. These compressive
stresses inhibit the nucleation of cracks. As a result of overloads
and elevated temperature excursions, the induced residual stresses
dissipate while the component is still in service, in turn, lowering
its resistance to crack initiation. Once confidence is achieved con-
cerning reliable TSA measurements of the mean stress effect, re-
search can focus on the application of the method to residual
stress assessment. Such measurements will assist in the character-
ization of materials in the laboratory as well as in situ monitoring
of the current residual stress state in actual structural components
during fabrication and service.

Theory
The revised thermoelastic equation~derived in Wong et al.@5#!

relating the rate of temperature change and the rate of change in
the stress state in a homogeneous Hookean material under adia-
batic conditions can be written as
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whereT is the thermodynamic temperature~Kelvin!; s i i are the
principal stresses~N/m2!; I 1 is the sum of the principal stresses,
~N/m2!; ro is the density~kg/m3!; C« is the specific heat under
constant strain~N m/°C kg!; a is the coefficient of thermal expan-
sion ~°C21!; E is the Young’s modulus~N/m2!; andn is the Pois-
son’s ratio. The dotted symbols represent derivatives with respect
to time. Notice that for the reformulated thermoelastic equation,
the elastic moduli are not assumed constant, but are taken as func-
tions of temperature. Hence, the difference when comparing the
new formulation to the classical thermoelastic theory of Eqs.~1!
and ~2!. It is also seen that the temperature response is now de-
pendent on both the stress rate and the stress state.

Following the procedure set forth in Wong et al.@6#, the uniaxial
case is taken as an example. The uniaxial case is defined as having

s115I 1 , s225s3350 (4)

and

ṡ115 İ 1 , ṡ225ṡ3350. (5)

Utilizing Eqs. ~4! and ~5!, Eq. ~3! simplifies to
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In keeping with the approach taken by Wong et al.@6#, a sinusoidal
stress input of the following form is defined:

s5sm1sampsinvt (7)

wheresm and samp are the mean and amplitude of the applied
stress, respectively, andv is the loading frequency. Note that for
ease of presentation the subscripts on the stress terms have been
omitted with the understanding thats5s11. Next, Eq.~7! is sub-
stituted into Eq.~6! to obtain the following solution for the
uniaxial case:
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The above equation was achieved by assuring that a valid adia-
batic solution was maintained fordT. This was accomplished by
equating to zero any terms that presented a steady-state compo-
nent ofdT. Such components cannot be maintained due to energy
transfers to the surroundings~see Ref.@6#!. Note that the thermal
response of a structure subjected to a pure sinusoidal mechanical
excitation produces a thermal signature function that has compo-
nents at both the primary loading frequency,v, as well as the
second harmonic, 2v. The first harmonic of the thermal response
is a function of the cyclic stress amplitude and the mean stress
while the second harmonic is a function of the square of the stress
amplitude. It is now apparent that by obtaining the first and sec-
ond harmonics, it is possible to obtain both the cyclic stress am-
plitude and the mean stress.

Lastly, comparing Eqs.~1! and ~2! with Eqs. ~6! and ~8!, the
effective K for a homogeneous Hookean material subjected to a
uniaxial stress is derived as

K5S a2
1

E2

]E

]T
smD ~rC«!21. (9)

Equation~9! shows that the thermoelastic parameter is a linear
function of the mean stress,sm . A normalized measure of the
thermoelastic parameter’s mean stress dependence can be ex-
pressed as

1

Ko

]K

]sm
5

21

aE2

]E

]T
(10)

where
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a
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Equation~10! simply gives the slope of the thermoelastic constant
~in a dimensionless, normalized form! in respect to the mean
stress,sm . Note that Eq.~11! is the zero mean stress solution of
Eq. ~9!.

Experimental Methods
The titanium alloy utilized for this study was TIMETAL 21S

~heat-treat stabilized at 621°C~1150°F! for eight hours!. It was
supplied in the form of cylindrical, reduced gage section coupons
machined from 0.79 cm~0.31 in.! thick, flat plates. The coupons
had a constant diameter gage length of 1.91 cm~0.75 in.! and a
nominal gage diameter of 0.635 cm~0.25 in.!. Three specimens
were used during the testing.

The liquid nitrogen cooled infrared camera of the TSA system
employs a 1283128 focal plane array of InSb detectors~3–5mm
sensitivity!. The system operates by recording a periodic tempera-
ture change, as viewed by the IR camera, of a specimen subjected
to a cyclic mechanical load~see Fig. 1!. A reference signal from
the load cell is used by the software to allow it to monitor only the
true thermoelastic change in temperature and to disregard any
noise and environmental effects that do not correlate with the
reference signal’s primary frequency. This is accomplished by us-
ing a lock-in detection method~see Ref.@7# for an explanation!.
The lock-in technique filters the thermal response allowing the
analysis of only the TSA frequency component that corresponds to
the primary frequency of the reference signal. To further improve
the TSA signal to noise ratio, the IR signal is monitored, accumu-
lated, and averaged over a period of hundreds or thousands of load
cycles. When an image is captured, the computer display depicts a
dimensionless, digitized value of the average camera signal range
corresponding to the cyclic load range for each of the 16,384
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pixels. For typical structural stress measurements, the dimension-
less digital IR values are correlated to a known cyclic stress am-
plitude ~e.g., as measured by a strain gage! and then utilized to
map the surface stress amplitudes of the entire structure. Further
details concerning the TSA system and the specific settings are
given in the Appendix.

Two techniques were utilized to compare the experimental re-
sults with the theory. First, direct experimental measurements
were conducted for analyzing the mean stress effect. This was
accomplished by comparing the camera IR value at various
discrete mean stresses while maintaining a fixed cyclic stress
amplitude.

The test platform employed for inducing the mechanical exci-
tation was a digitally controlled~650 kN dynamic/6100 kN
static! servo-hydraulic test system. The experiments were con-
ducted in load control with a 10-Hertz sinusoidal waveform. The
TIMETAL 21S specimens had mean stresses varying from2276
MPa ~240 ksi! to 276 MPa~40 ksi! while maintaining a 34 MPa
~5 ksi! cyclic stress amplitude. A test repetition involved stepping
through each of the discrete mean stresses and recording an IR
signal. The mean stress stepping order was randomized for each
test. The camera distance and angle were held constant throughout
the experiments. The camera’s line of sight was perpendicular to
the specimen face, while the distance from the camera lens to the
specimen face was maintained at 12.38 cm~4.88 in.!. Lastly, it
should be noted that all loads were well within the material’s
elastic regime, hence, no plastic deformation occurred.

Next, a comparison was conducted between theory and experi-
ment that concerned the analysis of the second harmonic of the
thermoelastic temperature response. Since the TSA system filters
all components of the TSA signal except the primary frequency of
the reference signal, hardware was developed which allowed the
electronics to focus in on the second harmonic of the IR signal.
The reference signal from the load cell was passed through a
linear frequency doubler~developed for this study and placed in-
line with the reference signal! prior to its use by the TSA system,
thereby, allowing the TSA system to focus in on the second har-
monic. In the earlier studies referred to in the Introduction, a fast

Fourier transform~FFT! spectrum analyzer was employed. This
was possible because the IR signal was composed of only a single
detector. Here, 16,384 detectors were monitored by the lock-in
electronics. To maintain the practicality of the IR array TSA sys-
tem, the lock-in electronics were utilized during the capture of the
second harmonic. Finally, a FFT spectrum analyzer was used
throughout the study to monitor the purity of the sinusoidal load-
ing function.

Test preparation included painting the specimens with an ul-
traflat black paint to improve surface emissivity. In addition,
K-type thermocouples were spot welded to the back of each speci-
men ~slightly below the gage section! so as to allow temperature
monitoring throughout the tests. Since the IR flux is dependent on
the source~i.e., specimen! temperature, an empirical equation was
used to correct the camera signals to values corresponding to a
specimen temperature of 23°C~73.4°F!. This empirical equation
was developed during this study. Specimens were cycled at vari-
ous amplitudes~103 and 207 MPa; 15 and 30 ksi! while maintain-
ing a zero mean stress. During any particular fixed amplitude test,
the absolute specimen temperature was varied between 21 and
27°C ~70 and 80°F! while the IR response was monitored. Each
set of data was normalized by its respective value at 23°C.

Results
Figure 2 displays a typical thermoelastic image as captured by

the software. The dimensionless IR camera signal value used
throughout this study was an average of an image box in the gage
area of the specimen. For the TIMETAL 21S, the box consisted of
300 pixels representing the individual IR detectors~10 wide330
long! which were focused on the center portion of the specimen.
The boxed area of interest was 0.318 cm30.953 cm~0.125 in.
30.375 in.!. Figure 3 displays the data used to develop the em-
pirical temperature correction curve. The curve is composed of
eight tests utilizing three specimens. After conducting a first-order
linear regression, the temperature-dependent relationship was de-
fined as

S23°C5
S

~0.33710.0288T!
(12)

whereS23°C and S are the corrected and original IR signals, re-
spectively, andT is the specimen temperature in degrees Celsius.
All IR data presented in this paper are in the temperature cor-
rected form. The relationship of Eq.~12! is physically a function
of the specimen’s IR flux, and assumed to be independent of the

Fig. 2 Typical IR test image for TIMETAL 21S specimen. The
rectangular box within the specimen indicates the area where
the average signal was obtained. The scale displays the dimen-
sionless digital values of the IR camera signal.

Fig. 1 Schematic diagram of TSA system „DeltaTherm 1000
User’s Manual …
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subject material. Even so, a cautious approach should be taken on
its general use since it is dependent on various experimental fac-
tors ~e.g., thermocouple location when calibrating TSA response
to the monitored temperature!.

In the following paragraphs various normalized mathematical
expressions are defined and utilized for both the experimental data
as well as for the theoretical formulations. The normalized expres-
sions are required so as to allow a direct comparison between the
experimental data, which is in the form of nondimensional digital
values representing the IR camera’s electrical output, and the the-
oretical formulations, which provide a direct value for the tem-
perature range resulting from the thermoelastic effect. The goal
here is to verify the experimental behavior with the theory,
thereby providing confidence in the experimental measurements.
Once confidence is achieved, direct empirical relationships can be
developed between the IR camera’s digital values and a structure’s
stress state.

Figure 4 shows the thermoelastic response for the TIMETAL
21S specimens as a function of the mean stress. It is seen that a
change in the mean stress from2276 MPa~240 ksi! to 276 MPa

~40 ksi! induced, on average, a 21 percent increase in the IR
signal. Subsequently, the data of the three specimens were pooled
and fitted with a linear first-order regression. The constants of the
regression fit are presented in Fig. 4. The regression constants
were used to develop the experimentally determined measure of
the mean stress dependence of the thermoelastic parameter~see
Eq. ~10!!. This was accomplished by dividing the slope of the
regression line by the intercept of the same regression line. Table
1 compares the experimentally measured normalized mean stress
effect with the theoretical value obtained using Eq.~10! and ma-
terial properties from Castelli et al.@8#. The comparison indicates
a 2.4 percent difference between the theoretical and experimental
values.

Next, the experimental results were compared with the theoret-
ical prediction of Eq.~8!. Presented in Figs. 5 and 6 are the first
harmonic and second harmonic response curves, respectively. It is
seen that the first harmonic is linearly related to the stress ampli-
tude. In keeping with the approach of Wong et al.@6#, an equation
of the form,Sv5a(Ds) was used to describe the data. A curve fit
of the data in Fig. 5 yielded a slope ofa5103.0 MPa21.

Now focusing on the second harmonic response of Fig. 6, it can
be seen that the IR response is linearly proportional to the square
of the cyclic amplitude and can best be described by an equation
of the form, S2v5b(Ds2). The calculated slope wasb56.53
31023 MPa22. Next, the ratio of the slopes of the experimentally
determined first and second harmonics was calculated asb/a
50.63431024 MPa21. This was done so as to allow a compari-
son with Eq.~8!. The theoretical ratio, using Eq.~8! with a zero
mean stress, is as follows:

b

a
5U 1

4aE2

]E

]TU. (13)

Fig. 5 First harmonic IR signal output at various stress ampli-
tudes „smÄ0…. The plot contains data from three specimens;
each with three repetitions. Equation represents first-order lin-
ear regression fit of all data.

Table 1 Comparison of theoretical and experimental mean
stress dependence of K

Material*
a,

1026/°K
E23°C,
GPa

]E/]T,
MPa/°K

Theory:
Eq. ~10!,
MPa21

Experiment,
MPa21

TIMETAL
21S

8.24 116 237.6 3.3931024 3.4731024

*Material properties obtained from Castelli et al.@8#

Fig. 3 Temperature dependence of TSA IR signal. Data con-
sists of eight tests utilizing three specimens. All tests normal-
ized by corresponding IR signals at 23°C. Equation represents
first-order linear regression fit of all data.

Fig. 4 Mean stress dependence of IR signal for three speci-
mens. Equation represents first-order linear regression fit of all
data.
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Utilizing the material properties in Table 1~obtained from Castelli
et al. @8# Eq. ~13! gives a predicted value ofb/a50.846
31024 MPa21 ~@9#!. The difference between the theoretical and
experimental values is 25 percent. The following section discusses
the experimental results.

Discussion and Conclusion
The mean stress dependence has been shown for the current

material system, TIMETAL21S, both experimentally in Fig. 4 as
well as theoretically by Eq.~10!. The error between the theory and
experiment is reasonable and presents an improvement over the
error reported in the previous study by the authors~Ref. @9#!. The
improvement is a result of using the temperature correction curve
defined during this study as well as utilizing more accurate mate-
rial properties for the theoretical solution.

By utilizing a linear frequency doubler in line with the refer-
ence signal, the second harmonic of the IR signal was successfully
measured using the TSA system’s lock-in electronics. As a result,
the practicality of obtaining simultaneous solutions for a 1283128
array of IR detectors was maintained. The linear relationship ob-
served in the Fig. 5 agrees with the theory where the slope,a, is
directly related to the thermoelastic parameter,K. Changing the
mean stress would result in a changing slope according to Eq.
~10!. Therefore, it is possible at this point to utilize plots of the
first harmonic such as the one in Fig. 5 and to use the slopes of
such curves to empirically solve for the mean stress. However, a
value for the stress amplitude is required. This is only practical
when characterizing coupons in a laboratory environment or when
testing complex structures which have been fitted with strain
gages.

It is seen in Fig. 6 that the second harmonic data has a larger
spread than the first harmonic data of Fig. 5. This is due to the fact
that the second harmonic signal is only about 2 percent of the
primary signal. As a result, the second harmonic IR signal is
closer to the noise band of the system especially when utilizing
small cyclic amplitudes. Also, it is seen that some aberrations in
the data did occur. Note that the second harmonic IR values at the
103 MPa~15 ksi! level are larger than the IR values at 34 MPa~5

ksi! ~see Fig. 6!. No explanation for this behavior is available,
although, it could be due to the low value of the IR signal and its
proximity to the noise band of the TSA system. Although the error
between the theoretical value ofb/a and the experimentalb/a is
reasonable, improvements can be achieved. The current error is
attributed to the sensitivity of the theoretical value to the material
properties, and the fact that the material properties utilized here
were obtained from Ref.@8# and not directly measured. Therefore,
it appears that confidence was achieved concerning the accuracy
of the experimentally obtained data. It is now reasonable to de-
velop empirical equations that directly correlate the TSA results
~i.e., the nondimensional digital values of the IR camera! to the
cyclic stress amplitudes and mean stress states of components.

Difficulties do arise with the introduction of multiaxial stresses.
The multiaxial problem is very complex, although, some attempts
have been made to address the issue of solving for the individual
stress components. Past researchers have combined the bulk stress
TSA data with numerical methods to obtain stress separation in
limited cases. Also, the possibility does exist for combining the
results of TSA, which provides information concerning the sum of
the principal stresses, and photoelasticity, which provides infor-
mation on the differences and directions of principal stresses.
With on going research in these areas, the TSA method does show
promise as a residual stress assessment tool.
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Appendix
The thermoelastic stress analysis was conducted using the

DeltaTherm 1000 system manufactured by Stress Photonics Incor-
poration. The following system software settings were utilized
during IR data acquisition: accumulation time54.7 seconds;
gain51; and AC channel integration time constant5120 seconds.
Collection time for any given test condition was 240 seconds. This
consisted of 120 seconds to collect the first harmonic and then
activating the frequency doubler and obtaining a 120 seconds
reading for the second harmonic. Note the timer was reset after
each 120 second capture.
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Fig. 6 Second harmonic IR signal output at various ampli-
tudes „smÄ0…. The plot contains data from three specimens;
each with three repetitions. Equation represents first-order lin-
ear regression fit of all data.
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A Test Rig for Frictionally Damped
Bladed Segments
The paper describes the development of an instrumented test rig suitable to carry out
vibration testing of the bladed segments of a turbine (belonging to a stator low pressure
stage) in which the friction occurring at the contact of neighboring segments is used in
service to damp the vibrations. The system is able to assign the desired preload to the
segment and to measure the forces exerted in the contact and the relative displacements
due to slipping. The main results that can be obtained concern the type of motion that
takes place (stick/slip) and the effect of the interlocking on it, the friction coefficients, the
contact tangential stiffness, and, more generally, the frequency response.
@DOI: 10.1115/1.1419015#

Introduction
The contact among blades or bladed segments of turbomachin-

ery is difficult to model, mainly due to the nonlinearity of the
phenomenon and to the uncertainty affecting some data. The topic
is of considerable interest, since the friction developed in the con-
tact is used to damp the vibration of the blades. The literature
shows that experimental and theoretical results are often not in
accordance, thus it is required to have at disposal both of them.
Yet more than 15 years ago, Srinivasan and Cutts@1# tested a
complete rotor blade assembly to measure rubbing at the shrouds.
The motion was measured by means of special sensors based on
photoemitting diodes.

More commonly, test rigs are used to simulate the blade assem-
bly, or part of it, reproducing and measuring its behavior.

Griffin @2# used a single blade with a friction damper, vibrated
on a shaker table, to measure stresses and resonant frequencies for
different contact normal loads. Srinivasan and Cutts@3# built a
loading device to reproduce the shroud rubbing of a blade with the
neighboring ones. It allowed for measuring strain and accelera-
tions for different contact normal loads.

Very recently, Berthillier et al.@4# used a simple cantilever
beam with friction dampers on opposite sides to reproduce the
behavior of a rotor blade. The point-to-point frequency response
~acceleration/force! was measured. Yang and Menq@5# described
a test rig to reproduce the behavior of the wedge dampers placed
under the blade root. The wedges were pulled by wires to simulate
the centrifugal force and the excitation was applied by an air jet.
The stress at the root blade was measured. A similar system, but
with mechanical excitation, has been used by Sanliturk et al.@6#
and by Csaba@7#. In both cases the blade accelerations were mea-
sured.

The present paper considers the stator blades of a low pressure
stage of an aeronautical engine~@8#!. In this construction the
blades are grouped in segments, each of them formed by six
blades connected at their ends by the ‘‘upper platform’’~external
stator radius! and by the ‘‘lower platform’’~internal stator radius!,
respectively,~Fig. 1!. The upper platform of each segment is fixed
to the engine casing, the lower platform is in contact~on surfaces
normal to the turbine axis! with the lower platforms of the two

neighboring segments. The mating surfaces are mounted with in-
terference, referred to as ‘‘interlocking,’’ in axial direction. Thus a
normal force is exerted and the segments are elastically pre-
deformed. During operation the relative slipping of the surfaces
generates the friction that is used to reduce the vibrations.

A test rig has been developed aiming at the following scopes:

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-538. Manuscript received by IGTI November 1999; final
revision received by ASME Headquarters February 2000. Associate Editor: D.
Wisler.

Fig. 1 Stator segment; „a… right side view, „b… left side view, „c…
schematics of the assembly
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• to reproduce in laboratory, but on the actual parts, the rubbing
phenomenon that is expected to occur in service, measuring
the quantities of interest, i.e., contact force~normal and tan-
gential components! and relative displacement;

• to obtain the friction coefficients and the tangential stiffness
at the contact interface;

• to investigate on the effect of the interlocking; and
• to allow for validating the theoretical modeling of the phe-

nomenon.

The paper is focussed on the first two topics of the previous list.
The first two sections discuss the features of the test rig and the
design and calibration of the transducers, the third section presents
the early results.

The work is a part of a research program carried out under a
contract between Politecnico di Torino and FIAT Avio.

Test Rig
The test rig has been designed to hold the segment during vi-

bration testing, apply the desired interlocking and carry the force
and displacement transducers. A sketch is shown in Fig. 2.

Basically the test rig consists in

• a frame to which the upper platform of the segment is
clamped~see Fig. 1! and

• a cradle pivoting on the frame and carrying two elastic sup-
ports, in contact with the segment, which simulate the pres-
ence of the neighboring segments.

The displacements of the contact points, both of the platform
and of the supports, are not directly measurable since the points
are obviously not accessible. To overcome such inherent difficulty
the following strategy has been adopted. Assuming that, for this
purpose, the lower platform behaves as a rigid body, its hoop
displacement is measured in a reachable zone by means of a laser
transducer. The displacements of the contact points of the supports
are measured by means of the same strain gages which are used to
measure the contact forces~as described in a following section!.

Both displacements are measured relatively to the test rig.
Then, for each contact the hoop relative displacement is obtained
as difference of the displacements measured by laser and strain
gages.

Frame. It is a very rigid aluminum alloy block, fixed to the
shaker table, on which all mechanical parts and sensors are
mounted.

The clamping system of the segment consists in two slots ma-
chined in the frame in which two ribs protruding from the upper
platform are inserted. Two rows of seven bolts ensure fastening.

On the frame~see Fig. 2! is locked the laser source~Micro-
Epsilon, model LD 1605-4, measuring range62 mm, max non-
linearity 60.3 percent, approximate size 50350320 mm!, while
the reflector is glued on the lower platform of the segment.

Cradle. The cradle~approximately U shaped, see Fig. 2!, ro-
tates with respect to the frame about an axis parallel to the seg-
ment radial direction. Adjustment is performed by means of four
screws. As sketched in Fig. 3, a rotation of the cradle of the angle
a induces respectively at the right and left ends of the lower
platform ~placed at distancesl R and l L from the rotation center!
two opposite displacementsuR anduL . The anglea is the ‘‘angle
of twist,’’ while the value i 5uR1uL is the interlocking. There-
fore, the desired value of interlocking and, as a result, the values
of the normal forces exerted on the mating surfaces of segment
and supports can be applied by rotating the cradle. The value of
imposed interlocking is measured by two dial gages~resolution
0.01 mm!.

When the desired value of interlocking has been reached, the
cradle is locked by six bolts perpendicular to the adjustment
screws.

Instrumented Supports
The cradle carries two identical supports in contact with the

slipping surfaces of the segment as shown in Fig. 2. A sketch is
shown in Fig. 4. The end to be fixed to the cradle is cylindrical in
order to allow the alignment~by small rotation of the cylinder! of
the contact surfaces during mounting. The slipping surface in con-
tact with the segment is covered with the same material, ceramic
coating applied by plasma spray technology, laid on the mating
surfaces on the segment. In this way the same friction behavior

Fig. 2 Sketch of the test rig; „a… top view, „b… detail of the
preloading „A, B accelerometer locations …

Fig. 3 Lower platform rotation of a twist angle a

Fig. 4 Sketch of the support instrumented with strain gages
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between mating surfaces of neighboring segments is reproduced.
The slipping surface of the supports have a single curvature in
order to ensure linear contact.

A local reference systemx, y, z for the support is defined~see
Fig. 4!. After the assembly of the supports on the frame, the cor-
respondence of the support local reference system and the seg-
ment global reference system~see Fig. 1! is the following:

• supportx↔segment hoop,
• supporty↔segment radial, and
• supportz↔segment axial.

The supports have been designed with a particular architecture
and dimensions in order to show stiffness~at least in the
z-direction! of the same order of magnitude of the two neighbor-
ing segments that they substitute. Thus, the same interlocking val-
ues imposed in the test rig and in the actual engine assembly will
lead to normal contact forces of the same order of magnitude.

Furthermore, the supports act as transducers~instrumented with
strain gages! measuring normal and tangential forces and dis-
placements due to the contact. Obviously from this viewpoint the
support must be flexible enough~in axial and hoop direction! so
that the strain gages mounted on it can measure the imposed
strain. The shape and dimension is as a tradeoff between such
requirements: essentially the zone closest to the cylindrical end
rules thez stiffness, the central ring rules thex stiffness.

Finite Element Method „FEM … Analysis of the Support. A
finite element method~FEM! analysis has been performed to as-
sess stiffness and dynamic properties of the support. The model
~MSC/Nastran! is shown in Fig. 5 and consists of 5204 solid
elements HEXA8.

The following FEM calculations have been developed.

• Static analysis in order to obtain the values of stiffness inz
andx direction: a unit force has been applied in the center of the
contact area in thez-direction and the consequent displacement
has been calculated, then the stiffness~in the z-direction! is ob-
tained as force to displacement ratio. The same has been done for
the x-direction. The results are listed in Table 1 where they are
compared to the experimental values of stiffness obtained by the
support calibration as explained in next paragraphs. The stiffness
values obtained in the same directions by the NASTRAN segment
model are also listed in Table 1.

• Dynamic analysis to obtain natural frequencies and modal
shapes of the support; the results are listed in Table 1 compared to
the experimental values.

Experimental Modal Analysis of the Support. The support
is fixed to cradle in the same way as in use. The end is excited by
an instrumented hammer and the response is detected by means of

a one-axis accelerometer placed near the contact area. The mea-
sured resonant frequencies match well (error,5 percent) with the
numerical ones as shown in Table 2. Considering that in operation
the supports are elastically sustained at the tip, the resonant fre-
quencies are surely uncoupled from those of interest in the mea-
surements.

Support Instrumentation. The support has been instru-
mented as shown in Fig. 4 as follows:

• two strain gages~half bridge connection! measuring the flex-
ural deformation of the support in thez-direction~SGF!: one
SGF on the upper surface and the other on the lower surface
of the bending element;

• four strain gages~full bridge connection!, measuring the ten-
sile deformation of the support in thex-direction~SGT!: two
SGT ~perpendicular each other! are placed on one side of the
central frame, the other two on the opposite side.

The strain gages are by Measurements Group, type EA-06-
062AQ-35, nominal resistance5350V.

The supports have been calibrated as explained in the next sub-
section. Each one acts as a transducer where the normal contact
force andz-displacement are deduced from SGF and the tangen-
tial contact force and thex displacement are deduced from SGT.

Support Calibration

Tensile Calibration. As shown in Fig. 6~a! the support is
positioned on a steel ball~ball bearing ball! and loaded by weights

Fig. 5 Support finite element method model

Table 1 Stiffness of the support and of the segment in x
„hoop … and z „axial … directions

Stiffness„NÕmm…

Support Segment

FEM Experimental FEM

229 220 327 z ~axial!
1825 1892 822 x ~hoop!

Table 2 Natural frequency and mode shape features of the
support

Frequency „Hz…

Mode Shape FeatureFEM Experimental

695 668 z displacement~axial!
1136 1081 y displacement~radial!
1621 1575 x displacement~hoop!

Fig. 6 Sketch of the support calibration; „a… tensile, „b…
flexural
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hanged on the cylindrical end. Three LVDT have been used in
order to measure the displacement of the support. The difference
between the mean value~to clear the effects of rotation! of signals
from LVDT 2 and LVDT 3 and the value of the signal from LVDT
1 gives the elongation of the support during loading. Masses of 1
kg have been applied for four cycles each of loading and unload-
ing to a maximum of 15 kg. After these settling cycles, two cali-
bration loading cycles have been applied and strain gages signals
recorded. The strain gages signals were considered not only from
SGT but also from SGF to detect spurious coupling between ten-
sion and flexural measurement.

Flexural Calibration. The loading application setup for flex-
ion calibration is sketched in Fig. 6~b!. The cylindrical end of the
support is fixed in the cradle which is locked to the frame. The
LVDT measures the deflection of the support. Also in this case
after four settling cycles~from 1 to 15 kg loading and unloading!
two calibration loading cycles have been applied. The strain
gages signals were considered not only from, SGF but also from
SGT to detect spurious coupling between flexion and tensile
measurement.

The following symbols are used:

• Zj (mV) is the electrical signal from the strain gages, the
index j stands for the type of strain gage~F-flexural,
T-tensile!;

• PT (N) is the tensile load,uT (mm) is the corresponding
elongation~from LVDT! of the support~Fig. 6~a!!;

• PF (N) is the flexural load,uF (mm) is the corresponding
deflection~from LVDT! of the support~Fig. 6~b!!;

• ajk (mV/N) is the element of the sensitivity matrix@A# relat-
ing the electrical signalZj to the loads, the indexj stands for
the type of strain gage~F-flexural,T-tensile!, the indexk for
the type of load~F-flexural,T-tensile!;

• bjk (mV/mm) is the element of the sensitivity matrix@B# re-
lating the electrical signalZj to the displacements, as in@A#
the indexj stands for the type of strain gage, the indexk for
the displacement in tensile calibration~T! or in flexural cali-
bration ~F!.

From each calibration of Fig. 6 four experimental sets of data
~two relating the SG signals to the load, and two relating the SG
signals to the displacement! are obtained. The data are least
squares fitted with straight lines. The values of their slopes form
the elements of the sensitivity matrices@A# and @B# as follows:

$Z%5 HZF

ZT
J 5FaFF aFT

aTF aTT
G H PF

PT
J 5@A#$P%

(1)

$Z%5 HZF

ZT
J 5FbFF bFT

bTF bTT
G HuF

uT
J 5@B#$u%.

By inverting the two matrix Eqs.~1! the calibration factors, to
be used in the dynamic tests to evaluate forces and displacements
from the signals of the strain gages, are obtained as elements of
the inverse matrices@A#21 and @B#21:

$P%5@A#21$Z% $u%5@B#21$Z%. (2)

The values for the two supports are listed in Table 3. The small-
ness of the off-diagonal terms confirms that the coupling between
flexural and tensile signals is very limited. In the table are also
reported, arranged in the same order of the related matrix coeffi-
cients, the standard deviations of the calibration factors. These
have been calculated~see the Appendix! from the standard devia-
tions of the sensitivity coefficients which are obtained from the
linear fitting of the experimental data. It can be noticed that, as far
as the diagonal terms are concerned, the estimates of the calibra-
tion factors are much larger than their respective standard devia-
tion, and this shows that they are obtained with good precision.
Conversely, for the off-diagonal terms, the estimates are not so

much larger than their standard deviation. As it could be expected
this terms, which are less relevant, are obtained with lower rela-
tive precision.

Tests
All vibration tests have been performed with the test rig

mounted on a shaker~Unholtz-Dickie N. TA250D-206, force 1700
lbs pk! and applying the excitation in the segment hoop direction.
The data have been recorded by means of an InstruNET system
~sampling rate 20 kHz!.

Natural Frequencies of the Segment. Preliminarily, the low-
est natural frequencies of the segment, clamped at the upper plat-
form and not in contact with the elastic supports, have been iden-
tified. An accelerometer has been placed on the lower platform
~measuring axis in axial direction! in order to acquire the fre-
quency response of the segment. The frequency sweep imposed
by the shaker ranged from 50 to 1000 Hz. The mode shape fea-
tures were observed by means of a stroboscopic system. The first
three mode shape features concern the deformation of the whole
segment, the higher frequency modes concern mainly deformation
of the blades whilst the lower platform remains almost still. Table
4 lists the measured values of the first frequencies, together with
the results of the finite element model~@8#!.

Verification of the Frame Stiffness. The stiffness of the
frame, in the region carrying the laser source and the cradle with
the instrumented supports was experimentally verified. Figure 7
shows the accelerations measured in the positions A e B~as indi-
cated in Fig. 2! due to an excitation of 1 g peak applied by the
shaker. The signal of the accelerometer A was used as feedback
for the shaker control.

It can be noticed that below 400 Hz the accelerations values are
identical for the two measurement points, thus in the frequency
range of interest the region of the frame carrying the laser source
and the cradle behaves rigidly in the hoop direction.

Table 3 Calibration factors and related standard deviations

†A‡À1
„NÕmV… †B‡À1

„mmÕmV…

Estimates of the calibration factors

Support L~segment left side!

F1.62•1021 22.90•1023

4.62•1023 24.43•1021G F7.38•1021 21.30•1022

2.31•1023 22.23•1021G
Support R~segment right side!

F1.58•1021 28.54•1024

4.23•1023 24.43•1021G F7.33•1021 23.96•1023

2.48•1023 22.59•1021G
Standard deviations of the calibration factors

Support L~segment left side!
3.39•1024 2.91•1024 5.32•1023 1.49•1023

2.43•1024 8.07•1024 1.40•1024 4.23•1023

Support R~segment right side!
2.28•1024 1.31•1024 3.61•1023 6.05•1024

1.41•1024 4.75•1024 8.24•1025 1.59•1023

Table 4 Natural frequencies of the segment „without supports,
upper platform constrained …

Frequency „Hz…

Mode shape featureFEM Experiment

141 140 hoop translation
276 282 radial rotation
341 326 axial translation
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Behavior Under Different Interlocking Values. Vibration
tests were performed with different values of imposed interlock-
ing. As previously done without supports, at first for each case of
interlocking the response to a frequency sweep~50–1000 Hz! was
measured under five levels of excitation~1, 2, 3, 4, 5 g!. At this
stage of the research, among all resonant peaks only the behavior
of the first one~displacement mainly in hoop direction! was ex-
amined. This mode, in fact, is the most involved in the phenomena
under study of slipping contact in hoop direction. In Fig. 8 the
value of the first resonant frequency versus the twist angle, under

different excitation levels, is plotted. As it could be expected, by
increasing the twist angle the segment is more constrained, since
higher friction force is applied, as a consequence its first resonant
frequency increases. Similarly, by reducing the level of excitation
the segment moves less and it results to be more constrained so
that its first resonant frequency increases. As shown in Fig. 8, the
first resonant frequency increases up to a value of about 250 Hz.
Since some doubts could arise about the nature of this resonance,
it has been verified that the features of the mode shape associated
with this increasing frequency value are those of the first one. In

Fig. 8 First mode resonant frequency of the segment versus
twist value under different levels of excitation

Fig. 9 Measured time histories of relative hoop displacement normal and tangen-
tial contact forces. Twist angle 0.10 angle frequency 165 Hz, excitation 5 g; „a… left
support Õsegment contact, „b… right support Õsegment contact.

Fig. 7 Accelerations measured in hoop direction for the posi-
tions A and B of the frame „excitation 1 g pk …
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fact the comparison of the signals from SGT and SGF shows that
the displacement is mainly along the hoop direction.

As example of the experimental results that are obtained by the
test rig, Fig. 9 shows~for the contact on both left and right side!
the recorded time history of relative hoop displacement, normal
force, and tangential force over almost three periods. The angle of
twist is 0.10 deg, the excitation amplitude is 5 g and the frequency
is 165 Hz, corresponding to resonant conditions as detected by the
above-mentioned frequency sweep. It should be noted that the
orders of magnitude are some tens of N for the forces and some
hundredths of mm for the relative displacement, the latter value
allows to appreciate the test rig sensitivity.

It can be noted from Fig. 9 that the parts never lose contact,
since the normal force never drops to zero. Furthermore, by com-
parison of the curves of tangential force and relative displacement
it can be noticed that, with this combination of interlocking, ex-
citation amplitude, and frequency, slipping conditions are reached
on both segment sides. During slip the tangential force does not
remain exactly constant, due to the simultaneous variation of the
normal force and also to a high frequency noise possibly due to
the transducer hoop resonance~Table 2!. Also the relative dis-
placement is continuously changing in time.

The data related to relative displacement and tangential force
are also reported in Fig. 10 for the contact on both segment sides.
The plots show the well-known cyclic behavior, approximately
quadrilateral shaped with two branches almost horizontal and the
other two almost vertical. The observation of the former branches,
corresponding to slipping conditions, suggests that adopting of the

Coulomb’s law, as usually done in the theoretical modeling of the
contact, works anyway reasonably well. The friction coefficient
evaluated in any instant as the ratio of tangential to normal force
is in the range 0.6–0.7.

On the contrary the apparent tangential stiffness, evaluated as
slope of the almost vertical branches of the cyclic diagrams in Fig.
10 assumes different values. For the left contact~Fig. 10~a!! the
values are 16.5 and 6 kN/mm, respectively, for the ascending and
descending branches. For the right contact~Fig. 10~b!! the corre-
sponding values are 18.6 and 8.2 kN/mm. The different slope
values for the ascending and descending branches of the same
cycle can be justified by the following argument. In the case of
mono-dimensional relative motion the reversal of the motion re-
quires that a slip-stick-slip transition occurs. Therefore the tangen-
tial contact stiffness is involved when sticking occurs and the
force varies from1mN to 2mN, or vice versa~wherem is the
friction coefficient andN is the normal contact force!.

If the relative motion occurs on an elongated orbit, i.e., the
trajectory is two-dimensional~as it was found in@8#!, the motion
reversal does not implies the slip-stick-slip transition. In fact, the
relative motion direction changes progressively from hoop to ra-
dial and again to hoop in opposite direction. During this phase
slipping never ceases, thus the tangential force is always equal to
mN and parallel to the relative velocity. In these conditions, the
plot of the tangential force versus the hoop component of the
relative displacement gives again a close loop, but the apparent
tangential stiffness is no longer related to an elastic tangential
deformation as in the mono-dimensional case. Moreover, if the

Fig. 10 Measured tangential force versus relative hoop displacement. Twist angle
0.10 deg, frequency 165 Hz, excitation 5 g; „a… left support Õsegment contact, „b…
right support Õsegment contact.
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motion reversal does not occur symmetrically at the ends of the
orbit ~trajectory!, different slopes can be detected, in the plotFt
versus relative hoop displacement, respectively, for the ascending
and descending branches. In a real case the situation can be even
more complicated, since both two-dimensional motion and stick-
slip can occur. However, further analysis is required to get more
physical insight of this aspect.

Conclusions
A test rig has been constructed, instrumented and checked to

carry out in laboratory dynamic testing of bladed segments of
turbine engines. The facility reproduces the type of assembly that
is used in service, especially from the viewpoint of the friction
that is developed and used to damp vibrations. Special supports
that act as force and displacement transducers have been built and
calibrated. The experimental results show that the test rig is able
to reproduce the typical behavior of such a type of bladed assem-
bly, measuring the quantities of interest.

Appendix

Error Propagation in Matrix Inversion. The standard de-
viations of the calibration factors reported in Table 3 have been
obtained in the following way. As it is well known, ifh is a
function f of N-independent random variablesj1 ,j2 , . . . ,jN ,
than its standard deviationsh can be obtained from the standard
deviations of the random variablessj1

,sj2
,sjN

as

sh5AS ] f
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1S ] f
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In case of matrix inversion, since each coefficientai j
21 of the

inverse matrix@A#21 is a function of the coefficients of@A#, its
standard deviation is obtained from the standard deviations of the
coefficientsai j and from the partial derivatives:
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Numerical Simulation of
Real-Gas Flow in a Supersonic
Turbine Nozzle Ring
In small Rankine cycle power plants, it is advantageous to use organic media as the
working fluid. A low-cost single-stage turbine design together with the high molecular
weight of the fluid leads to high Mach numbers in the turbine. Turbine efficiency can be
improved significantly by using an iterative design procedure based on an accurate CFD
simulation of the flow. For this purpose, an existing Navier-Stokes solver is tailored for
real gas, because the expansion of an organic fluid cannot be described with ideal gas
equations. The proposed simulation method is applied for the calculation of supersonic
flow in a turbine stator. The main contribution of the paper is to demonstrate how a
typical ideal-gas CFD code can be adapted for real gases in a very general, fast, and
robust manner. @DOI: 10.1115/1.1423320#

Introduction
In recent years, the study of the boiler plant process has dealt

much with Rankine processes using some other fluid than water
and steam. Organic chemicals, like toluene and ammonia, have
been the most important new fluids~@1#!. However, such fluids
exhibit significant real-gas effects in operation, which must be
explicitly addresses in the related design of turbomachinery. Mod-
ern design methods involve detailed CFD calculations, which are
inherently computationally intensive, even for ideal fluids. Thus,
the modeling of the real-gas effects in the CFD calculations
should not significantly increase the required computing effort. On
the other hand the absolute accuracy of the real-gas modeling is
not necessary, but the overall behavior and correct trends should
be correctly predicted. The application of a CFD code developed
along these ideas to the design of a small single-stage turbine
stator working on toluene is the overall theme of this paper.

The viscous flow solver applied in this study has been devel-
oped at Helsinki University of Technology over the past decade. It
has been utilized successfully in numerous different applications
with complex geometries but with ideal gas as the flowing me-
dium ~@2,3#!. For the present turbine simulations, the code was
modified for arbitrary single-phase real gases. In principle, the
thermodynamic properties of the fluid can be evaluated by any
mathematical model called for at each computational cell at each
iteration, but generality and computational efficiency are desired.
To fulfill these requirements, a straightforward table interpolation
scheme was adopted, as will be described.

In the following, a turbine design is briefly described. This is
followed by a discussion of the evaluation of the required thermo-
dynamic data for the present application. As the main contribution
of wider interest, the flow solver and the implementation of a
general real-gas model in it are described next to facilitate similar
extensions to other CFD codes. The final section of the paper

contains an example of a turbine stator calculation, where the
extreme flow conditions demonstrate the real-gas effects.

Turbine Design
The starting point of the turbine design considered here is the

specified expansion of the fluid. Pressures and temperatures in the
Rankine process are optimized by using a complex computation
program ~@4#!. The optimum values depend on the heat source
temperature, on the condensing temperature and on the maximum
permitted temperature of the working fluid. The values shown
in Table 1 represent a typical case for toluene~@5,6#!. We can see
that the pressure ratio over the turbine is high, in excess of one
hundred.

In Fig. 1, the radial turbine design of Larjola and Nuutila is
shown as a surface grid presentation. The design permits some
freedom in the selection of the turbine speed. However, because of
the high pressure ratio, the specific speedNs defined by

Ns5
v~qmv2!1/2

Dhs
0.75 (1)

Contributed by the Advanced Energy Systems Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the AES
Division, March 2000; final revision received by the ASME Headquarters March
2000. Editor: H. D. Nelson.

Table 1 „a… Turbine Data of the Design Example

Working Fluid Toluene C6H5CH3

Turbine power 285.5 kW
Turbine efficiency 75 percent
Rotational speed 400 l/s
Specific speedNs 0.46
Mass flow rate 2.03 kg/s
Volume flow rate at turbine exit 2.74 m3/s

„b… Expansion Process in the Turbine

Node T „K … p „kPa… h „kJÕkg… v „m3Õs… s „JÕkgK …

0 583.15 3400 978.5 4.125
2s 438.05 30.8 790.7 4.125
2 465.45 30.8 837.6 1.3523 4.229
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should be relatively low, because otherwise the relative height of
the blades at turbine exit would be too high. Herev is the angular
velocity,qm the mass flow,v2 the outlet specific volume, andDhs
the isentropic enthalpy drop. In the design example of Table 1 the
specific speed isNs50.46. At thisNs value, a turbine efficiency
hs of 0.86 to 0.88 could be reached~@7#!. However, because of the
high pressure ratio and high Mach numbers, the obtainable effi-
ciency is normally significantly lower. As the goal in this study,
hs50.75 to 0.80 was selected.

The selection of a suitable turbine type is based on the works of
Balje @7#, Glassman@8#, Horlock @9#, and Verneau@10#. The main
idea is that the losses in the stator nozzle ring are reduced by
decreasing the nozzle exit Mach number. On the other hand, the
inlet velocity relative to the rotor cascadew1 should be subsonic,
because a supersonic inlet velocity increases losses, particularly
during an off-design operation. A good compromise is to select the
intermediate design pressurep1 before the rotor so thatw1 is just
subsonic. For the degree of reactionr, this typically gives values
between 0 and 0.5.

If an axial turbine were used, there would be two problems:~1!
If the number of nozzles in the stator is large, the width of the
nozzle throat is very small, causing high manufacturing costs
~@10#!. On the other hand, if the number of nozzles is reduced in
order to obtain acceptable manufacturing costs, the flow is super-
sonic in the nozzle ring circle, which causes losses.~2! Because
r .0, the axial flow direction causes a significant axial force,
which increases thrust bearing losses and expenses. Therefore, the
turbine type selected was of a radial design. The stator nozzle ring
design is two-dimensional, which reduces manufacturing ex-
penses, and an essentially two-dimensional supersonic mixing
zone after the nozzles makes the design easier, improving effi-
ciency. Despiter .0, the axial force is very low, because the
pressure forces are compensated for. However, the turbine design
is not of a conventional radial type, because the standard radial
design ~@8#! would cause a very low blade height at the rotor
inlet, thus increasing losses. Also, in the standard radial turbine,
the rotor weight would be significant, causing problems in keep-
ing the common generator-turbine rotor subcritical for bending
oscillations.

The starting point of the design consists of the inlet pressure
po , the outlet pressurep2 and the enthalpy dropDh over the
turbine~see Fig. 1 and Table 1~b!!. The definition ofDh is, how-
ever, an iterative process, because its calculation requires knowl-
edge of the turbine efficiency. Also, the calculation of the inter-
mediate pressurep1 requires knowledge of the stator nozzle ring
efficiency hST. In the design method, these efficiencies are first
estimated and used as input for a one-dimensional design pro-
gram, which gives the velocity vectors and the main geometry.

This geometry is then the starting point for the final design that
utilizes CFD. After optimizing the blade passage geometry on the
basis of the CFD calculations, new efficiencies are obtained,
which are then used as the one-dimensional program input. The
basic one-dimensional equations used are

r 512
h02h1

Dh1
1
2 cR28

2
(2)

whereDh5h12h2 is the enthalpy drop in the turbine and

c15@2~h02h1!#1/2 (3)

c1
25cu1

2 1cR1

2 5
Dh2

u1
2 1n2u1

2. (4)

Herecu1
5Dh/u1 , cR1

5nu1 , n is the flow coefficient,c the ab-
solute velocity,cR the radial velocity, andu the tangential veloc-
ity. From Eqs.~2! to ~4! we obtain

u1
25

Dh~12r !2Dh@~12r !22~k2
2n2r 2~k2

221!n2!#1/2

k2
2n2r 2~k2

221!n2 (5)

wherek25cR28
/cR1

. From the velocity vectors we obtain

w15@cR18

2 1~cu1
2u1!2#1/2 (6)

where cR18
5(b1 /b18)cR1

and b is the blade height. Since

h15h02
1
2 c1

2 and by utilizing the defined stator isentropic
efficiency

hST5
h02h1

h02h1s
(7)

the intermediate pressurep1 corresponding toh1 andh1s can be
solved. In Table 2, the design values used in this example are
shown. The degree of reactionr is selected to give a slightly
subsonicw1 .

The Principle of Modeling Real Gases
In order to study different flow media in the turbine design, a

capability to create suitable continuous thermodynamic models
from sparse data tables must be available. The modeling tool de-
scribed here is also applied to create suitable input arrays for the
Navier-Stokes solver, although the code itself is not in any way
dependent on this specific tool. The principle of the formulation of
the fluid properties is based on well-known thermodynamic laws.
The functions based on these laws are supplemented with terms
that fit the properties to the specific values of each medium, pub-
lished generally in tables. The results are obtained as analytical
functions of two variables, which are typically pressure and tem-
perature~@11#!. With this general method, changing the fluid and
comparing different fluids is straightforward. In the following, the
formulas applied for the evaluation of saturated pressure, specific
enthalpy and specific volume are given.

Fig. 1 Radial turbine design considered, shown by a coarse
grid

Table 2 Main Gas and Cascade Values in the Turbine

Ratio of Stator Outlet and Rotor Inlet Radius R18 ÕR1 1.05

Ratio of blade heights b1 /b18 1.15
Degree of reaction r 0.25
Flow coefficient n 0.479
Rotor outer diameter 2R1 246.1 mm
Height of stator blade b1 11.2 mm
Number of stator nozzles 20
Breadth of a stator throat 0.89 mm
Mach number at stator exit 2.27
Mach number at stator blade passage exit 2.16
Mach number at rotor inlet 0.92
Mach number at rotor blade passage exit 1.38

396 Õ Vol. 124, APRIL 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Saturated Pressure and Temperature. Saturated pressure is
calculated using the Antoine equation~@12#!

ps~T!5p0eA2B/~T2C!. (8)

The constantsA, B, andC are identified using three known points
of temperature and saturated pressure. An inverse function of the
Antoine equation is applied without iteration for the saturated
temperature

Ts~p!5C1
B

A2 ln~p/p0!
. (9)

Specific Enthalpy. The specific enthalpy of superheated va-
por hg(T,p) is calculated from the enthalpy of saturated vapor
hgs(T) and the enthalpy of ideal gas vaporhId(T) ~see Fig. 2!.

hg~T,p!5hId~T!2@hId~Ts~p!!2hgs~Ts~p!!#S Ts~p!2Ttr

T2Ttr
D agh

(10)

whereTs(p) is the saturated temperature that corresponds to the
pressurep andTtr is the triple point temperature. A suitable value
for the exponent for several fluids isagh52.2 ~@11#!. If one super-
heated vapor point is known, it can be used to calculate a more
accurate value of the exponent for this medium.

The specific enthalpy of saturated vaporhgs(T) is the sum of
the enthalpy of saturated liquid and the latent heat of vaporization

hgs~T!5hl~T!1hf g~T!. (11)

The specific enthalpy of saturated liquidhl(T) as well as the
specific enthalpy of vapor in the ideal gas statehId(T) are calcu-
lated using the known data points (Tli ,hli ) and (TIdi ,hIdi) either
by the Lagrange interpolation or by making a polynomial fit.

The latent heat of vaporation is calculated using a known data
point (Tf g1 ,hf g1) as ~@13#!

hf g~T!5hf g1S Tcr2T

Tcr2Tf g1
D af g

. (12)

A good value for the exponent for several fluids~@13#! is af g
50.38. A more precise value for the exponentaf g can be achieved
when a second point of latent heat is known.

Specific Volume. The specific volume of superheated vapor is
calculated using the real gas equation of state as

vg~T,p!5Zg~T,p!
RT

Mp
(13)

where the compressibility factor~see Fig. 3! is

Zg~T,p!5110.015
p

pcr
2DZ~T,p!S p

pcr
D 12Ts~p!/T

. (14)

The sum of the first and the second terms in the equation of the
compressibility factor equals with a good accuracy the compress-
ibility factor when the dimensionless temperature isT/Tcr55, and
the third term takes account of the deviation from this value. The
coefficient of the third term is

DZ~T,p!5F110.015
p

pcr
2Zs~Ts~p!!G S 52T/Tcr

52Ts~p!/Tcr
D agv

(15)

where the compressibility factor of the saturated vapor is

Zs~Ts~p!!5
Mpvgs~Ts~p!!

RTs~p!
. (16)

If a superheated vapor point is not known, a value ofagv510 is
used. If one point is known, the exponentagv is calculated utiliz-
ing this known value.

The specific volume of saturated vapor is calculated using the
specific volume of saturated liquid and the derivative of the satu-
rated pressure with the Clausius equation~@12#! as

vgs~T!5v l~T!1
hf g~T!

T

dT

dp
. (17)

The derivative of the saturated pressure can be obtained from
the Antoine equation

1YdT

dp
5

dp

dT
5

B

~T2C!2 p~T!. (18)

Comparison With the Values in Tables. Compared with val-
ues in tables for toluene~@14#!, the deviation is typically less than
0.2 percent for the specific enthalpy, and 0.5 percent for the spe-
cific volume. The largest deviations are 1.5 percent close to the
critical point. As the numerical values of enthalpy depend on the
chosen reference state, the precision of the calculation was also
tested using an inverse function, which compares the value in the
table with the calculated temperature when the pressure and the
value in the table of some property are known. The temperature
deviation varied a lot and was found to be typically 1 to 10 K for
the specific enthalpy, and 1 to 15 K for the specific volume. The
precision of the functions is considered good enough for rough
process modeling.

Fig. 2 Relations for the calculation of the specific enthalpy of
the superheated vapor h g using the enthalpies of the saturated
vapor h gs and the ideal gas vapor h Id

Fig. 3 The compressibility factor Zg is obtained by modifying
a linear approximation for compressibility at temperature
TÕTcrÄ5 with a correction DZ depending on the compressibil-
ity factor of the saturated vapor Zs

Journal of Engineering for Gas Turbines and Power APRIL 2002, Vol. 124 Õ 397

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



For the numerical flow simulations of the present turbine, the
results of the model just described are converted into numerical
data arrays defined using temperature and density, which are the
common basic parameters in CFD work with compressible fluids.
However, it is reminded that instead of the data modeling just
described, the flow solver could apply tabular property data of a
suitable basic format available from any source.

Flow Simulation Method

Governing Equations. The basic equations employed in the
numerical flow simulations are the Navier-Stokes equations gov-
erning a viscous compressible flow. Using Cartesian coordinates,
they can be cast in a conservative form as

]U

]t
1

]F~U !

]x
1

]G~U !

]y
1

]H~U !

]z
50 (19)

whereU5(r,ru,rv,rw,rE)T is the vector of conservative vari-
ables consisting of densityr, momentum componentsru,rv,rw,
and total energy per volumerE. In the flux vectorsF(U), G(U),
andH(U) there are additional quantities, such as the velocityV
5ui1v j1wk, pressurep, viscous stressest i j and heat fluxesqi .
The viscous stresses and heat fluxes also contain viscosity coeffi-
cients l and m, thermal conductivityk and temperatureT. To
reduce the number of variables, the assumptionl522/3m for the
viscosities is adopted, and in the present implementation, the heat
conductivity is approximated via the viscosity and a constant
Prandtl number. In this study, the effects of turbulence are taken
into account by the Boussinesq approximation and the simple al-
gebraic Cebeci-Smith model. More sophisticated heat transfer and
turbulence models could naturally be applied if deemed necessary
for each application, without affecting the main theme of the pa-
per, the real-gas effects.

The total energyE is defined as

E5e1V2/2 (20)

where the specific internal energye, in turn, depends on the equa-
tion of state viae5e(T,r). Similarly, the pressure needed for the
fluxes is obtained from a functionp5p(T,r), and a correspond-
ing expressionm5m(T,r) is applied for the viscosity.

Finite Volume Form. In the finite volume formulation ap-
plied, the flow equations are written in an integral form

d

dt EV
UdV1E

S
F~U !•dS50 (21)

for an arbitrary regionV with a boundaryS. Performing the inte-
grations for a grid celli yields

Vi

dUi

dt
5(

faces
2SF̂5Ri (22)

where the sum is taken over the faces of the computational cell. A
shortened formRi for the residual is adopted to facilitate the
following discussion. The flux on each cell face is of the form

F̂5nxF1nyG1nzH. (23)

HereF, G, andH are the Cartesian flux vectors, andnx , ny , nz
are the components of the unit normal vector of the cell face in the
x, y andz-directions, respectively.

Flux Calculation. The calculation of fluxes is divided into
two distinct parts. Details of the implementation can be found
elsewhere~@15#! and only the essential features related to the ad-
aptation of the code for real gases are described here. For the
viscous and heat fluxes, the thin-layer approximation with con-
ventional central differences is utilized. The calculation does not
depend directly on the equation of state, but the actual implemen-
tation differs from a typical ideal-gas code in the evaluation of
temperature gradient, viscosity, and heat conductivity.

The inviscid part, i.e., the convective and pressure terms of the
fluxes, is evaluated applying the upwind principle~@16#!. The cal-
culation is formally second or third-order accurate. Roe’s flux at
each cell face is evaluated by computing an average flux from the
statesUr and Ul on the different sides of the face and adding
corrective flux difference terms to the result, as follows:

F̂5
1

2
@ F̂~Ul !1F̂~Ur !#2

1

2
~DF̂12DF̂2!. (24)

The flux difference termsDF̂6 can be written in turn as the
products of the positive and negative parts of the Jacobian matrix
]F̂/]U and the differenceUr2Ul . If the Jacobian matrix is fur-
ther transformed to utilize the characteristic variables, the flux
differences can be formulated as

DF̂65RL6R21~Ur2Ul !. (25)

HereR is a matrix containing suitably selected right eigenvectors
of ]F̂/]U andR21 is its inverse, whereasL1 andL2 are diag-
onal matrices consisting of the positive and negative eigenvalues,
or the characteristic speedsl.

The flux componentsF̂(Ul) and F̂(Ur) can be computed in a
straightforward manner by applying the basic flux formulas, but
the calculation of the flux difference requires an evaluation of
additional thermodynamic quantities. Because the selection of the
eigenvectors and characteristic variables is not unique, different
formulations can be utilized. The original flow solver into which
the real gas relations were implemented in this study utilizes the
derivatives]p/]r and]p/]e as well as internal energye itself in
order to evaluateR andL.

In ideal gas calculations, the internal energy and the derivatives
of pressure are available fromUr , Ul using an analytical equation
of state and the following relationships:

]p/]p5e~g21! (26a)

]p/]e5r~g21!. (26b)

Simple averaging gives sufficient accuracy for the cell-face val-
ues. The local sonic speed is then available through the expression

c5A]p

]e

p

r2 1
]p

]r
(27)

if only simple turbulence models are utilized. The kinetic energy
of turbulence modifies Eq.~27! ~@15#! but the details are irrelevant
here. The real gas computations require that the partial derivatives
]p/]r and]p/]e are available for the flux calculation. The values
of the derivatives for each cell are evaluated separately before the
flux calculation and stored.

Solution Method. The solution method for the present
steady-state calculations is based on an implicit time integration.
The linearization of the residualRi leads to an equation of the
type

S 12
Dt i

Vi
F]R
]U G

i
D dUi5

Dt

Vi
Ri (28)

for the correctionsdUi of the conservative variables at each local
pseudo-time stepDt i . For the solution of Eq.~28!, an approxi-
mate factorization is performed. This results in a set of tridiagonal
equations. To improve the computational efficiency, the tridiago-
nal equations are replaced by bidiagonal sweeps. The resulting
LU-factored scheme is described in detail elsewhere~@2,15#!,
and here only the features relevant to the equation of state are
discussed.

As in the flux calculation, the sonic speedc and the derivatives
]p/]r and]p/]e are needed in the evaluation of split Jacobians
]R/]U, and they are available from the precalculated stored ar-
rays. In typical ideal gas calculations, the implicit stage gives
directly the conservative correctionsdr, dru, drv, drw, and
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drE. With real gas, however, the total energy correction is
replaced byde. After the implicit stage, the flow variables are
updated as

Ui
n115Ui

n1dUi . (29)

With ideal gas, this can be done simply by adding the obtained
corrections to the conservative variables. In the real gas calcula-
tions, the density and the momentum components are updated
similarly, but instead of the total energy, we are using temperature
as a primary variable at this stage. The temperature at the new
time levelTn11 is calculated using the linearization

Tn115Tn1
de

cv
n (30)

wherecv
n5(]e/]T)n is the specific heat evaluated at the previous

time level. This is computed and stored as the other thermody-
namic properties referred to earlier.

To speed up the convergence, a multigrid algorithm based on
the work of Jameson and Yoon@17# is utilized. As the multigrid
cycle uses the same flux calculation and solution subroutines as
the fine-grid calculations, the total energy must be available at the
entry onto each grid level. To fulfill this requirement, an interme-
diate updated total energy is computed at the end of the implicit
stage discussed above. This is done by updating the total energy
from

rE* 5rn11~en1de!1
~rn11Vn11!2

2rn11 (31)

before proceeding to the next coarser grid level. Furthermore, the
temperature is included in the quantities transferred onto the
coarse grid levels. It is to be noted that the updating of the total
energy viae(T,r) must not be performed within the multigrid
system. If this is done after the implicit stage instead of the inter-
mediate updating of Eq.~31!, the calculations invariably fail. The
reason is related to the break-up in the syncronization of the treat-
ment of the internal energy that is evaluated from the conservative
variables in the flux calculation.

The multigrid scheme gives corrections to the flow variables
that are to be interpolated onto the finer grids. In an ideal gas
solution, the corrections concern directly all the conservative vari-
ables. In a real gas solution, this is done for the density and the
momentum components, but instead of total energy, the tempera-
ture is the primary variable also in the multigrid procedure. After
the multigrid cycle, the final updated values forr, ru, rv, rw,
andT on the fine grid level are available. Finally, the total energy
is updated on the densest grid level. This is done by evaluating the
internal energy from the stored functione(T,r) and assembling
rE from its components now available. Everything is then set for
the beginning of a new iteration step.

Thermodynamics in the Flow Solver

Initialization of the Interpolation Functions. The flow so-
lution methods described above require the determination of pres-
surep and specific internal energye. In addition, we apply the
partial derivatives]p/]r, ]e/]T5cv and ]p/]e5(]p/]T)/cv .
These quantities must be defined as functions of temperature and
density. In principle, the derivatives can be evaluated numerically
from thep ande-arrays, but they should be continuous to ensure
smooth operation of the code. The reasons for selecting a straight-
forward and general interpolation of tabulated function values
in the implementation with continuous derivatives with respect to
T and discontinuous derivatives with respect tor are discussed
below.

The numerical data arrays for each variable, obtainable for ex-
ample from the model functions described earlier, may be irregu-
lar and cover only a portion of the envelope defined by the ex-
treme temperatures and densities. Computationally, it is more
efficient to form regular equal-interval arrays from the given data

at the initialization of each flow case and to apply these during the
simulation, as illustrated in Fig. 4. Such a method with piecewise-
defined simple analytical functions is utilized in this study.

Since it is difficult to form efficient two-dimensional interpola-
tion functions with continuous derivatives, only the derivatives
with respect toT are evaluated numerically during the solution.
For the derivative]p/]r, an extra array is formed at the initial-
ization stage by applying pressure interpolants that are continuous
with respect to density. Thus, three regular arrays for the thermo-
dynamic variablesp, e and ]p/]r with continuous derivatives
with respect toT and discontinuous derivatives with respect tor
are formed, and the necessary interpolation parameters are stored.
In addition to the thermodynamic properties, other quantities de-
pending on the state can be defined similarly. In this work, the
viscosity is defined as a numerical arraym(T,r).

The interpolation scheme adopted applies piecewise cubic Her-
mite polynomials with respect to temperature and linear interpo-
lation with respect to density. The Hermite polynomials produce
visually pleasing results with continuous first derivatives. The in-
terpolated curves are less prone to oscillations caused by noisy
data than cubic splines, and the scheme guarantees monotonous

Fig. 4 „a… The original definition array and „b… the formed regu-
lar computational array for pressure. The dashed line defines
the envelope of the real physical data.
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approximations from monotonous data. The Hermite interpolation
is based on the programs of~@18#!, which are modified for the
present application.

At the initialization of each flow case, potentially non-equal-
interval data tables forT, r, p(T,r), ande(T,r) are read in. New
regular, stored arrays forT and r are formed by dividing their
ranges into suitable numbers of equal intervals. At present, the
number ofT-points is taken as the same as in the input tables, and
the number ofr-points is doubled to compensate for the simple
interpolation in this direction. From the inputp and e-tables,
equal-interval arrays are then formed by applying the Hermite
interpolation in two directions at each regular (T,r) point. The
array for]p/]r is obtained by applying the Hermite interpolation
to the just-formed regularp-array with respect to density at each
temperature. The interpolation process involves the determination
of the derivatives, which are taken as the result of the operation.
Finally, the Hermite interpolation is applied to the regular data
arrays forp, e, and ]p/]r with respect to temperature at each
density, and the parameters of the interpolation functions for each
data interval are stored for later use.

Evaluation During Iteration. Because the piecewise inter-
polation functions are defined at equal intervals, very simple op-
erations are needed during the actual calculations. At each cell
with the given values forT andr, the indices of the appropriate
interpolation parameters are known by simple divisions without
any checks. The function values and the derivatives with respect
to temperature are obtained directly at the densities bordering
the cell density, and the final values are obtained by fast linear
interpolation.

In the actual implementation, the quantitiesp, m, cv , ]p/]r,
]p/]e and the resulting speed of soundc are computed at the
beginning of each iteration cycle. A separate evaluation is applied
for e at the end of the step, in which the calculation of the total
energy is integrated. The treatment of the real gas properties in the
way described is efficient. The code consumes just 6.7 percent
more CPU time per cell and pseudo-time step than a correspond-
ing ideal gas version.

Although the basic principle of the interpolation is straightfor-
ward, a word of caution is to be given. During the solution pro-
cess, the density and temperature may wander far from their final
expected ranges. The property definition arrays should cover such
situations, too, to avoid risky extrapolations. In the present imple-
mentation, the properties are generally extrapolated linearly with
respect to density and temperature if the definition range is ex-
ceeded. An exception is the derivative]p/]r, which is kept con-
stant at excessive densities to match the treatment of pressure
itself.

Turbine Stator Simulations

Toluene Model. In the present simulation of the turbine stator
of Fig. 1 operating with toluene vapor, the properties of the fluid
in a temperature range of 375–700 K and density range of 0.46–
123 kg/m3 are required. In this range, interpreted as a rectangle,
toluene is actually not always in a gas phase. At high densities and
low temperatures it turns into a liquid, and no data related to this
region were available. To be able to use the thermodynamic prop-
erty evaluation method just described, the data arrays were filled
manually with reasonable-looking pseudo-values to obtain a cor-
rect format. These pseudo-values have no effect on the final re-
sults, since the actual turbine always operates on the gas ghase.
The input data tables contain 16 temperature points and 11 density
points at nonequal intervals. Since the number of density values is
doubled for the regular equal-interval arrays, 16 temperature val-
ues, and 22 density values are utilized during the solution.

The specific internal energy of toluene depends rather linearly
on temperature and weakly on density. The pressure depends
strongly and nonlinearly on both parameters, leading to variable
slopes. Compared to air, a major difference is the low value of the

specific heat ratiog. For toluene,g varies at around 1.05–1.10,
whereas for idealized air,g is a constant of 1.4. This difference
should lead to large pressure and density differences in relation to
temperature differences for toluene.

Code Validation. Before the actual turbine application, the
real-gas flow solver was tested by inviscid computations around
the venerable NACA 0012 airfoil~@19#!. As the first stage, the
properties of ideal gas were written as numerical data arrays in an
external file. The real-gas code was run applying this gas data in a
well-documented test case, and the convergence and results were
compared with references obtained from the well-established
ideal-gas version of the code. Both the convergence and results
were practically identical for the two code versions, verifying the
correct coding of the real-gas modifications.

As the second test stage, NACA 0012 calculations applying
ideal gas and toluene were compared in three different flow cases.
At a low flight Mach number, the differences between the results
produced by air and toluene were small, as they should. At a
transonic and supersonic Mach number, the differences were large
and conformed well with expectations. Although the tests are not
a rigorous validation of the overall approach because of the un-
availability of any suitable reference results for toluene, they
strongly support the realism of the turbine stator simulations.

Stator Problem Setup. The modeled geometry shown in Fig.
5 represents one channel between 17 stator vanes around the rotor.
The flow comes in from the lower left and exits from the circular
section at the upper right towards the rotor. The vane surfaces
extend from the bulbous leading edges in the middle of the figure
to the small step on the grid lower boundary and to the slope
discontinuity on the upper boundary. In front of and behind the
vane, the flow conditions at the grid boundaries are cyclic. The
single-block grid contains 128 cells in the flow direction and 64
cells across it.

As a reference state, the well-defined throat conditions were
selected. Specifically, the temperature was set to 551.95 K and the
density to 51.653 kg/m3. The flow is sonic, and the Reynolds
number based on the throat width of 1.11765 mm is 83105. The
evaluation of the equation of state with the present method gives a

Fig. 5 Grid for a passage between the turbine stator vanes.
The flow is from lower left to upper right.
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pressure of 1914.8 kPa, a specific internal energy of 922.89 kJ/kg,
a specific enthalpy of 959.96 kJ/kg and a sonic speed of 171.33
m/s.

At the inflow boundary, the total enthalpy was fixed to a given
one-dimensional design reservoir value of 1.02055 times the
throat enthalpy. In addition, the mass flow determined by the
throat was fixed, and the inflow was forced to be perpendicular to
the grid boundary. The density was extrapolated from the interior,
and its final value was iterated through successive correctionsDr
at each pseudo-time step. From the fixed momentum components
and updated density, velocity corrections at each step could be
calculated and an approximation to the enthalpy changeDh ob-
tained via a linearizationDh'2uDu2vDv. Subsequently, the
temperature corrections at the inlet were calculated from the fol-
lowing linearization:

DT5
1

cv
FDh2

Dr

r S ]p

]r
2

p

r D G . (32)

With the updated temperature and density, new total energy was
finally obtained.

At the outflow boundary, the flow in the steady state is super-
sonic and everything can be simply extrapolated from the interior.
However, more delicate conditions are needed to start the calcu-
lation from slow flow. In the present calculations, the outlet pres-
sure was gradually lowered from the extrapolated value towards a
fixed low number. From the pressure changes, density corrections
were obtained asDp/(]p/]r). The momentum components and
temperature were extrapolated without tricks, with the exception
of a lower limit for temperature. When the flow turns supersonic
as the calculation proceeds, the boundary conditions set at the
outflow automatically adopt their correct nature with the upwind
scheme utilized.

In this type of computation, the initial conditions are important
to the success of the runs. After some trial and error the density
was set to 1.8 times the throat density, and the temperature was
set to 1.056 times the throat temperature. The Mach number was
0.01 in a unidirectional flow roughly aligned to the channel. The
conditions closely match the expected final conditions at the in-
flow boundary.

Results. With the boundary and initial conditions described
above, the calculations with second-order fully upwinded differ-
ences and a flux limiter could be performed smoothly, applying
three multigrid levels. The run was stopped after 10,000 steps. At
this stage, the difference in the inflow and outflow mass flows was
0.19 percent, and the relative maximum density corrections were
of the order of 1024.

The final conditions at the inflow and outflow boundaries non-
dimensionalized by the throat values are shown in Fig. 6. The
distributions at the inflow are flat, as expected. The Mach number

is 0.010, and the temperature is 1.057 times the throat tempera-
ture, close to the values suggested by the one-dimensional design
estimations. However, the pressure of 3062 kPa is somewhat
lower than expected on the basis of the one-dimensional analysis,
as is the density of 93.2 kg/m3. The discrepancy is probably re-
lated to the estimates of the sonic speed at the throat, which in
these simulations is some 13 percent lower than the value esti-
mated in the simple analysis. At the outflow boundary, the distri-
butions show some variation across the channel. The relative pres-
sure and density are low, but still slightly higher than the values
predicted by the simple analysis. The same applies to the relative
temperatures. However, the Mach numbers of 2.08–2.55 conform
well to the expectations.

The calculated results confirm that very large density and pres-
sure changes exist in relation to modest temperature changes. The
flowfield is illustrated by the contour plots downstream of the
throat area in Fig. 7. Upstream, very little happens, which enables
the plots to be truncated as shown without loss of information.
The Mach contour plot is the most revealing. The increasing flow
speed, the boundary layers and the wake of the vane are typical,
but the apparent oblique shock emanating from the channel’s
lower surface is unexpected and undesired. The cause of the shock
may be too steep a curvature of the wall towards the flow. Large
gradients in the density and pressure plots are evident in the throat
area, with little happening further downstream. The shock is
clearly perceptible in the temperature plot, which otherwise dis-
plays mild variations.

On the basis of the results it can be concluded that the flow is
first accelerated to a supersonic velocity quite smoothly in the
nozzle, but when the jets of parallel nozzles are mixed, a decel-
eration takes place. Thus, the nozzle contour near the outlet
should be reshaped~more space! and the computation repeated
until the acceleration is smooth and continuous from the throat to
the rotor inlet. It should be noted that the geometry is possible to
be optimized only for one pressure ratio~design Mach number!.

With a nonlinear real gas model, the code appears to be well
behaved, provided that the property definition arrays cover the
range required during the calculation. If no extrapolations are
needed, the robustness corresponds to ideal gas calculations
~@19#!. Also the density residuals reach the same levels as with air.
However, the situation becomes different if extrapolations are re-
quired in the equation of state. Small, temporary array limit ex-
ceedances of the order of ten percent of the density or temperature
range may be easily coped with, but larger excursions are danger-
ous as the mismatch of the extrapolated properties grows.

Conclusions
As a practical tool for research and development involving real

gases, an extension of a Navier-Stokes solver for arbitrary equa-

Fig. 6 „a… Inflow and „b… outflow conditions of the turbine stator passage nondimen-
sionalized by the throat values
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tions of state is presented. The method adopted utilizes externally
defined numerical data arrays for the thermodynamic properties of
the flow medium as functions of temperature and density. During
the computation, two-dimensional equal-interval arrays formed at
the beginning of each case are interpolated as necessary. The in-
terpolation functions are piecewise cubic Hermite polynomials of
temperature, which give continuous first derivatives in this direc-
tion. With respect to density, the interpolation is linear. Because

the interpolation utilizes equal-interval arrays, direct divisions de-
termine the indices of the function parameters to be applied at
each computational cell at each solution step without any checks.
The simplicity leads to a high computational efficiency of the
method, and different media can be employed just by changing the
data file. The method is also robust and easy to adapt to imple-
mentations employing other quantities than in the present work.

Test calculations with toluene vapor flowing in a radial turbine
stator were performed. The code performed robustly, and the
agreement of the results with simple one-dimensional design cal-
culations is within expectations. Additional airfoil calculations
performed with air and toluene further support the conclusion of a
valid overall approach and a successful implementation. It is felt
that the developed method can be used, e.g., to optimize the ge-
ometry of a supersonic stator nozzle ring. The geometry is
changed according to the calculated velocity field, and the com-
putation is repeated until a continuous, smooth acceleration takes
place. Thus this combination of CFD analysis and one dimen-
sional calculation may prove to be an efficient tool for the design
of radial turbines with high pressure ratios.

Nomenclature
SI units are applied, but any consistent unit system would do as

well.

A, B, C 5 constants in real gas model
a 5 exponent in real gas model
b 5 blade height
c 5 speed of sound, absolute velocity

cv 5 specific heat at constant volume
E 5 specific total energy
e 5 specific internal energy

F, G, H 5 flux vectors
F̂ 5 flux vector in a curvilinear grid
h 5 specific enthalpy,e1p/r

i, j ,k 5 unit vectors in a Cartesian coordinate system
k 5 heat conductivity

k2 5 constant
M 5 molar mass

Ma 5 Mach number
Ns 5 dimensionless specific speed
n 5 unit vector normal to a cell surface

nx ,ny ,nz 5 Cartesian normal unit vector components
p 5 pressure
q 5 heat flux

qm 5 mass flow
R 5 gas constant, right eigenvector, radius
R 5 residual
r 5 degree of reaction
S 5 cell surface segment area
s 5 specific entropy
T 5 temperature
t 5 time

U 5 vector of conservative variables
V 5 cell volume, also velocity
v 5 specific volume

u, v, w 5 Cartesian velocity components
w 5 relative velocity

x, y, z 5 spatial coordinates
g 5 specific heat ratio
Z 5 compressibility factor

DU 5 change in conservative variables at boundaries
dU 5 change in conservative variables after the implicit

stage
dt 5 pseudo-time step
L 5 diagonal matrix containing the characteristic

speeds
l, m 5 viscosity coefficients,l also eigenvalue~charac-

teristic speed!
n 5 flow coefficient

Fig. 7 „a… Mach number „b… density, „c… pressure, and „d… tem-
perature distributions in the turbine stator. The nondimen-
sional contour interval is 0.1 in the Mach plot, 0.01 in the den-
sity and pressure plots, and 0.02 in the temperature plot.
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r 5 density
v 5 angular velocity

t i j 5 viscous stresses

Subscripts

cr 5 critical
g 5 gas, superheated vapor
h 5 specific enthalpy

Id 5 ideal gas, vapor in the real-gas state
i , j , k 5 spatial indices

l 5 saturated liquid
fg 5 latent heat
p 5 pressure
R 5 radial

ST 5 stator
s 5 saturated, also isentropic
tr 5 triple point
u 5 tangential
v 5 specific volume
0 5 stator inlet

18 5 stator blade passage outlet
1 5 rotor inlet

28 5 rotor blade passage outlet
2 5 turbine outlet

Superscripts

l , r 5 states at the sides of a cell surface~left, right!
6 5 positive and negative flux contributions

n, n11 5 time level indices
* 5 intermediate value between the time levels
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A Kinetic Investigation of the Role
of Changes in the Composition
of Natural Gas in Engine
Applications
The influence of variations in the composition of natural gas on the ignition and combus-
tion processes in engines is investigated. Particular attention is given to changes in the
relatively small concentrations of high molar mass alkanes that may be present in the fuel.
A detailed chemical kinetic scheme for the oxidation of the higher hydrocarbon compo-
nents of up to n-heptane was used to investigate analytically the combustion reactions of
different fuel mixtures under constant volume adiabatic conditions with initial states that
are similar to those during the ignition delay of a typical internal combustion engine.
These comprehensive simulation calculations require much computing capacity and time
that would preclude their incorporation in full simulation models of engine processes. A
simplification is introduced based on replacing artificially the small concentrations of any
higher hydrocarbons that may be present in the natural gas by a kinetically equivalent
amount of propane in the fuel mixture. This is done such that the resulting equivalent fuel
has the same ignition delay as the original fuel under constant volume engine T.D.C.
conditions. This ‘‘propane equivalent’’ concept was used in full engine simulation models
while employing a relatively short scheme of 150 steps for the oxidation of fuel mixtures
of propane, ethane, and methane in air.@DOI: 10.1115/1.1445438#

Introduction
The utilization of natural gas in diesel engines is increasing due

to its potential favorable cost and lower exhaust emissions, espe-
cially of NOx and particulates, compared to conventional diesel
operation. This is usually achieved while providing a comparable
high efficiency, particularly at high loads. Various approaches are
available for converting diesel engines into pilot ignited dual fuel
engine operation~Turner and Weaver@1#!.

Variations in the composition of natural gas have been shown to
have a direct impact on its ignition and combustion characteristics
~e.g., Vimar and Harald@2#!. This tendency may render some
natural gases unsuitable for applications in engines when the rated
output of a specific engine is to be maintained due mainly to the
incidence of knock, which produces uncontrolled combustion with
exceedingly fast and unacceptably high rates of energy release.
These are critically dependent on the chemical reaction activity of
the charge which becomes a controlling factor in establishing the
relative suitability of various gaseous fuel compositions to satis-
factory engine operation. Hence, the present contribution exam-
ines the consequences of changes in the composition of a pipeline
natural gas on its combustion characteristics mainly in relation to
its utilization in dual fuel engines.

A typical processed pipeline natural gas is made up mainly of
methane with relatively small concentrations of other hydrocar-
bons ~C2-C71! and incombustible components~e.g., N2 and
CO2). Despite the fact that methane is normally resistant to au-
toignition, it is known that the addition of small amounts of higher
alkanes such as ethane, propane and butane can lower the ignition
delay times of methane-oxygen mixtures in shock tubes~e.g., Hig-
gins and Williams@3#, Lifshitz et al. @4#, Crossley et al.@5#, and
Frenklach and Bornside@6#!. This reduction in the ignition delay
was initially attributed to the heat release by these additives prior

to combustion~Crossley et al.@5#!. Subsequent studies showed
that the ignition processes of these additives are chemically
coupled to those of the methane~eg. Westbrook@7#, methane-
ethane; Frenklach and Bornside@6#, methane-propane, etc.!. The
present contribution examines analytically, the nature of this
chemical kinetic coupling for the complex mixtures normally
found in natural gases and particularly the contribution of the
presence of some higher hydrocarbons to changes in the compres-
sion ignition characteristics under engine-like conditions. Some
guidelines are presented for considering the reactivity of these
fuel mixtures in engine performance modeling applications.

Kinetic Modeling
There has been a significant and rapid progress made in recent

years in the status of chemical kinetic modeling of the combustion
of hydrocarbon fuels under engine like conditions. These enabled
the derivation of comprehensive chemical kinetic models for
higher hydrocarbons. Such comprehensive schemes can be incor-
porated into a variety of predictive models to analyze engine per-
formance under operating and design conditions with a reasonable
level of confidence. They may be used also to validate the results
of other models that employ only reduced kinetic schemes for a
wide range of fuel mixtures commonly encountered in natural and
industrial gases.

A comprehensive kinetic model for the oxidation of both nor-
mal and isomer hydrocarbon fuels containing up to eight carbon
atoms, was compiled for this investigation~Khalil @8#! from the
work of others to include 1966 elementary reactions and 380 spe-
cies ~e.g., Axelsson et al.@9#, Westbrook and Pitz@10,11# West-
brook @12#, Karim et al.@13#, and Samuel@14#!. This comprehen-
sively detailed kinetic model is identified in this contribution as
the ‘‘full’’ scheme. Calculated results obtained using this full
scheme for the autoignition of n-heptane-air mixtures under adia-
batic constant volume conditions were shown to agree well with
the corresponding experimental results of Ciezki and Adomeit
@15#. The hierarchical nature of the comprehensive kinetic mecha-
nism allows the simulation of the oxidation reactions of fuel mix
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tures that are commonly important, containing components of a
lesser number of carbon atoms such as methane, ethane, ethylene,
or propane. This model was used in the present investigation to
examine some key features of the homogeneous oxidation in air of
different hydrocarbon gases such as methane, ethane, propane,
and butane in the presence of n-heptane vapor, representing a
typical higher hydrocarbon having a cetane number similar to that
of a light diesel fuel, under engine-like conditions of constant
volume process. The nature and extent of any chemical interaction
that may take place between these markedly different hydrocar-
bons were also examined. On the basis of these calculations,
special-purpose reduced schemes could be formulated to a varying
degree of detail. The application of these suitably reduced
schemes were shown to yield good agreement with the results
obtained using the original full model under conditions relevant to
engine applications for the major operating parameters and spe-
cies that are usually of interest to common engine performance
considerations.

The Kinetic Scheme
The chemical kinetic scheme lists the likely set of significant

homogeneously uncatalized reactions of the main species partici-
pating in the chemical reaction of the system, and their depen-
dence on temperature and pressure. A scheme is considered suc-
cessful if it can be applied satisfactorily over wide ranges of
temperature, equivalence ratio, pressure, and other key relevant
physical parameters. In order to cover the ranges of temperature
and pressure normally encountered in practical combustion de-
vices, these models are invariably made up of a very large number
of elementary reactions that cater for both high and low tempera-
ture regimes. The model and the associated kinetic data are then
validated indirectly through comparison of the numerically pre-
dicted values of various operating parameters with the corre-
sponding experimental values obtained in combustion devices
such as shock tubes, reactors, rapid compression machines, and
motored and fired engines.

The major high temperature reactions include the kinetics of the
oxidation of hydrogen and carbon monoxide, involving radical-
molecule, radical-radical, and unimolecular reactions of the com-
mon species H, O, OH, HO2 , H2O2 , O2 , H2 , H2O, CO, and
CO2 . These reactions are supplemented by those of the relatively
smaller organic molecules and radicals produced during the
course of the reaction, such as CHO, CH2O, . . . . etc. Subsets of
reactions associated with other C1 , C2 , and C3 molecules or radi-
cals are also included such as C2H2 , C2H4 , . . . etc. The resulting
group of reactions then tends to contain repetitive themes to rep-
resent the reactions of the higher alkane and their conjugate alkyl
radicals~e.g., Griffiths@16#!. For higher hydrocarbons, the initia-
tion reactions that produce the pool of radicals usually tend to
involve the breaking up of the C-C bonds rather than the C-H
bonds which usually have much higher bond dissociation ener-
gies. The products resulting from the decomposition of the larger
hydrocarbon molecules are usually of comparable sizes. Once a
pool of radicals is established, the fuel consumption occurs pri-
marily through an H-atom abstraction process at different sites of
the alkane fuel. The large alkane and alkyl radicals produced by
H-atom abstraction are consumed by thermal decomposition to
form smaller intermediate species such as C2H2 and C2H4 which
are converted later on to H2 and CO.

There are additional classes of reactions that become significant
at temperatures below 1000 K. The degradation of the hydrocar-
bon at low temperature tends to follow a sequential breakdown
such as C4°C3°C2°C1 rather than the earlier fragmentation
into smaller intermediates of comparable size that may occur at
higher temperature~e.g., C4°2C2). The reactions involving dif-
ferent propagating free radicals~e.g., RO2 , RO, HO2 , OH, where
R is an alkyl radical! are particularly important at lower tempera-
tures and higher pressures~Griffiths @16#!. Under these conditions
the radicals~R! tend to combine with molecular oxygen to form

alkylperoxy radical (RO2) which in turn may produce alkyl hy-
droperoxides~ROOH!. These hydroperoxides later on decompose
to produce OH radicals and various oxygenated hydrocarbon spe-
cies. These processes are described in the literature~e.g., by West-
brook @17–19# and others! and are summarized by Khalil@20#
who lists the lengthy reaction kinetic scheme and data employed
in this investigation.

The use of very lengthy full kinetic schemes in modeling pro-
cedures tends to be too unwieldy, requiring excessive computing
capabilities and time. Also, for many engineering applications the
extensive resulting information often may be of little interest. Ac-
cordingly, reduced kinetic models when developed properly can
simulate adequately the main features of the combustion reac-
tions. In the present work, the comprehensive kinetic scheme was
reduced in length by a factor of around three while retaining the
values of the kinetic data of the individual reaction steps. Various
procedures were employed for the reduction that included sensi-
tivity analyses that attempt to quantify the response to a pre-
scribed extent of variation in the rate constants of each reaction
step of the kinetic scheme. To perform this analysis properly and
systematically for all likely sets of conditions is an unmanageable
task due to the very large number of possible combinations.
Hence, the progressive reduction of the number of reaction steps
was made through using a sensitivity analysis based on the re-
moval of reaction steps that involve certain reactive species that
were judged to be of relatively minor importance under the con-
ditions considered. This was checked by comparing the resulting
temporal development of calculated temperature and major spe-
cies concentrations with those obtained using the full scheme and
ensured that only insignificantly small differences occur. Yet, the
reduced scheme developed remained still relatively lengthy. Typi-
cally, it was made up of 683 reactions and 158 species for mix-
tures of n-heptane and lighter hydrocarbons up to propane; while
794 reactions were needed for those up to n-butane. The resulting
reduction in computing time was of the order of 80 percent. Re-
liable calculated results were produced as long as no attempt was
made to match the concentrations of all the reactive species in-
cluding those of minor importance. Further reductions in the
length of the scheme are obviously possible but with a serious
deterioration in the accuracy of the predicted values and the extent
of coverage of conditions.

Differential equations were solved at any time for the concen-
trations of the ‘‘n’’ reacting species present in the scheme along
with the energy equation. The solution of the ‘‘n11’’ coupled,
nonlinear, first-order ordinary differential equations, while em-
ploying established subprograms~e.g., Numerical Recipe Soft-
ware, Cambridge, MA!, with sufficiently small steps, produced
the concentrations and temperature at the end of each time incre-
ment. Then, the pressure and density of the mixture could be
obtained using the gas mixture and state equations.

Results and Discussions
Detailed calculations using thefull kinetic scheme were made

typically for n-heptane vapor in the presence of different simpler
hydrocarbons with air. N-heptane was chosen since it can be con-
sidered to represent the ignition characteristics of diesel fuel~Ce-
tane number of approx. 60!.

Figure 1 shows the calculated temperature variations with time
for the adiabatic constant volume combustion of n-heptane-
methane mixtures in air for initial conditions relevant to those of
an engine near the top dead center position. The characteristic
two-stage ignition phenomenon depicted by a pressure step
change before hot ignition, can be seen in the reactions of heptane
and methane-heptane mixtures at high initial pressure and inter-
mediate temperature ranges. Such two-stage ignition reactions
were expectedly absent for methane. It can be seen that significant
changes in the length of the ignition delay take place as the rela-
tive composition of heptane and methane in the fuel mixture is
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changed. The presence of a relatively small fraction of n-heptane
in the fuel mixture reduces the ignition delay of methane very
substantially.

Figure 2 shows the effects of a progressive increase in the hep-
tane content of the fuel mixture on the ignition delay and com-
bustion completion times for two values of initial temperature at
an initial pressure of 2.8 MPa under constant volume adiabatic
conditions. The delay period decreases very rapidly from that of
methane with the introduction of some of heptane in the fuel
mixture ~Khalil and Karim @8#!. When a significant amount of
n-heptane is present with the methane~e.g.,.10 percent by vol-
ume! then the delay and combustion times change only relatively
little. Also, the value of the delay for these fuel mixtures always
lies between those for pure heptane and methane. As an example,
the addition of a mere 0.5 percent n-heptane to the methane~i.e.,
99.5 percent methane and 0.5 percent heptane mixture by volume!
resulted in 50 percent and 75 percent reduction in the ignition
delay for initial temperatures of 800 K and 650 K, respectively,
when compared to that for pure methane. On the other hand, for
fuel mixtures with high heptane content, a substantial amount of
methane~as high as 55 percent by volume! is required to be
present to produce an ignition delay that is twice that observed for
pure n-heptane, for an initial temperature of 800 K.

The length of the ignition delay is very sensitive to changes in
the heptane content of the fuel mixture at low initial temperature
levels, due to the very active thermal and kinetic roles of the
n-heptane reactions then. These reactions raise the temperature of
the mixture to levels when the methane reactions begin to have an
effect. Also, the conversion of some heptane produces a pool of
radicals in the early stages which accelerate the oxidation process.
Figure 3 shows typically the effects of the progressive addition of
n-heptane to methane on the concentrations of the chain branching
radicals OH and OH2 . For example, after 1.0 ms from the com-
mencement of the reactions, which is a representative time scale
for high-speed engines applications, it can be seen that the addi-
tion of 0.5 percent heptane resulted in an increase of the concen-
trations of OH, HO2 by orders of magnitude.

The principle product of the initiation reactions of methane is
CH3 via mainly the thermal decomposition of methane and reac-
tions with oxygen molecules. These reactions are very slow ex-
cept at elevated temperatures which explains the low autoignition
tendency of methane. The methyl radical hence reacts slowly in
the second phase~chain-branching! to produce a pool of chain
propagating radicals, such as OH, H, HO2 , and O that accelerate
the oxidation process by the destruction of the fuel molecule and
reaction with intermediate products including formaldehyde.
The intermediate products then are rapidly converted to the final
products.

The most significant effect of the addition of a higher hydro-
carbon to the methane is on the initiation phase. Frenklach and
Bornside@6# showed that for relatively high initial temperatures

Fig. 1 The variations of calculated temperature with reaction
time for a variety of n-heptane-methane mixtures in air in an
adiabatic constant volume process, TiÄ800 K, PiÄ2.8 MPa,
and wÄ1.0, dotted lines indicates results with the reduced
scheme

Fig. 2 Variations of the calculated delay and total combustion
times with n-heptane percentage in n-heptane-methane fuel
mixture for two initial temperatures in an adiabatic constant
volume process PiÄ2.8 MPa and total wÄ1.0

Fig. 3 Variations of calculated OH and HO 2 concentrations
with time for a variety of n-heptane-methane mixtures in air in
an adiabatic constant volume process with TiÄ800 K, Pi
Ä2.8 MPa and total wÄ1.0
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~e.g., over 1200 K!, the abundant production of CH3 and other
branching radicals suppresses the much slower conventional ini-
tiation reactions of pure methane and the methane molecule de-
struction proceeds via H-abstraction reactions by these radicals.
This could explain the dramatic sensitization of methane-air mix-
tures by the small addition of higher hydrocarbons at lower tem-
perature levels. In general this strong effect is brought about by
the fact that the portion of the reaction time within the low tem-
perature region represents over 90 percent of the total ignition
delay. Figure 4 shows the variation of the rates for some initiation
reactions at the early stages of combustion for pure methane and a
fuel mixture of 99.9 percent methane and 0.1 percent n-heptane, at
a relatively low initial temperature of 800 K. It can be seen that
for pure methane, a main initiation route to produce the methyl
radical is via the reaction with molecular oxygen~i.e., reaction 2!
rather than through thermal decomposition~reaction 1!. As chain
branching radicals are produced, the rates of reactions 3 through 6
show a rapid increase in comparison to reaction 2 which starts to
proceed in the opposite direction~e.g., at 50 ms approx.!. The
maximum rate of methane depletion occurred through the reaction
with OH, followed by HO2 , then H and O. For the sensitized
mixture, the rate of reaction 3~with OH! is initially slightly higher
than that of reaction 2~with O2) and provides a main route for
methane initiation reactions. The figure shows clearly the kinetic
effect of the addition of a small amount of n-heptane on the ini-
tiation phase. Even though the temperatures were virtually the
same, the rates of reactions 3 through 6 increased substantially
due to the relative abundance of these radicals resulting from the
heptane preignition reactions, which is consistent with Fig. 3. As
the temperature increases over 1400 K, the rate of reaction 5~with
H! outweighed reaction 3~with OH! as seen from Fig. 5. On the
other hand the reaction of methane with HO2 became unimportant
due to the lower concentrations of HO2 at temperatures higher
than 1000 K.

The sensitizing effect described earlier could be further illus-
trated by comparing the effect of adding n-heptane to both dry and
moist carbon monoxide as a fuel. It is well known that carbon
monoxide oxidation rates are dramatically changed by the addi-
tion of minute amounts of moisture. The oxidation mechanism for
dry carbon monoxide is through CO1O5CO2 and CO1O2
5CO21O. However, in the presence of H2– O2 mechanism the
main route is via CO1OH5CO21H and CO1HO25CO21OH
which accelerate the reaction rate. This is consistent with calcu-
lated results showing that the addition of water to the extent of 0.1
percent of the carbon monoxide concentration resulted in the re-
duction of the ignition delay by about 20 percent at 800 K and 2.8

MPa. The presence of 0.01 percent and 0.1 percent n-heptane in
dry carbon monoxide resulted in the corresponding reduction of
the combustion time by a factor of around 5.5 and 15, respec-
tively, which reflects the strong sensitizing effect of n-heptane.
However, the delay time was unaffected by the addition of any
n-heptane both for the dry and moist carbon monoxides combus-
tion in air. The addition of very minute amounts of n-heptane
furnished the required pool of radical that were obtained by the
addition of moisture while enhanced the chain branching mecha-
nism leading to the significant reduction in the time observed.

The effect on the combustion times of the addition of n-heptane
to alkanes higher than methane~ethane, propane, and butane! and
to hydrogen is shown in Fig. 6. The general trend is a decrease in
the sensitizing effect of heptane with the increase in the alkane
chain length in a descending order from n-butane to methane; a
reflection of the higher reactivity of the longer chain alkanes. For
alkane fuels heavier than methane, the initiation reactions occur
mainly through the breaking of a C-C bond since the C-H bond
has much higher bond dissociation energy. The longer the chain,
the easier is its breaking into smaller intermediate hydrocarbons
and chain propagating radicals and hence a higher reactivity and a

Fig. 4 Variations of the rates of selected reactions with time
for methane and a fuel mixture „99.9 percent methane and 0.1
percent n-heptane … in air in an adiabatic constant volume pro-
cess with TiÄ800 K, PiÄ2.8 MPa and total wÄ1.0

Fig. 5 Variations of the rates of selected reactions with com-
bustion temperature for methane and a fuel mixture „99.9 per-
cent methane and 0.1 percent n-heptane … in air in an adiabatic
constant volume process with TiÄ800 K, PiÄ2.8 MPa and total
wÄ1.0

Fig. 6 Variations of the calculated combustion times with
n-heptane percentage in various binary mixtures of n-heptane
in an adiabatic constant volume process with TiÄ800 K, Pi
Ä2.8 MPa and total wÄ1.0
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reduction in the effects of addition of the heavier hydrocarbon.
This is in contrast to methane, where a C-H bond must be broken
in order to commence the initiation reactions which results in the
characteristic higher resistance for autoignition of methane. This
explains the dramatic reduction in the combustion times of meth-
ane shown in Fig. 6 due to the addition of the heptane that fur-
nishes the required propagating radicals for the initiation step.
Similarly, rapid reductions in the reactions of hydrogen can also
be observed. The ignition delay for mixtures containing relatively
high percentages of n-heptane was shown to have an opposite
trend, where the delay time was shorter for lower hydrocarbons
~Fig. 7!. This effect is attributed to the higher percentage of
n-heptane present in the fuel-air mixture for fuels of low molecu-
lar weight. For example, the percentage of n-heptane in the fuel-
air mixture is 0.5 percent for a mixture of 20 percent n-heptane
and 80 percent n-butane, while the corresponding value for
n-heptane-methane mixture is approximately one percent.

Some Examples Relating to Natural Gas Oxidation
To illustrate the effect of the presence of relatively small

amounts of higher hydrocarbons on the reactivity of a natural gas,
the calculated ignition delay for a homogeneous stoichiometric
mixture in air of a typical natural gas ‘‘A,’’ with a composition
shown in Table 1, was compared to that of pure methane under
constant volume conditions and initial temperature of 800 K and
28 bars representing engine-like conditions near T.D.C.,~Fig. 7!.
The presence in the natural gas of approximately 6 percent by
volume of a mixture of higher than methane hydrocarbons re-

sulted in a reduction of the time for the autoignition to 65 percent
of that for pure methane under the same conditions. This would
correspond to a reduction in the initial temperature of the natural
gas ‘‘A’’ by about 35 K to produce the same ignition delay as that
of methane. If this was related to operating conditions of a typical
spark ignition or compression ignition engine, then it would cor-
respond roughly to a reduction of 13 percent in the compression
ratio or a lowering of at least 15 K in the intake temperature of the
charge. Due to the fact that knock in engines is kinetically con-
trolled, the results of the adiabatic constant volume process can
serve as an indication of the relative reactivity of the mixture and
its tendency to autoignite.

It would be expected usually that such an extent of variations in
the fuel composition would have a relatively insignificantly small
effect on flame propagation processes in comparison to the corre-
sponding tendency of the fuel-air mixture to autoignite. Thus, this
relatively simple kinetic modeling approach of comparing the cal-
culated value of the ignition delay of natural gas with those of
methane obtained under the same engine like settings of tempera-
ture and pressure may be employed to provide approximate guide-
lines for the changes in operating conditions needed to produce a
methane-like performance, in relation to the tendency of the en-
gine to knocking with the natural gas. To our knowledge, no such
convenient approach has been used before.

An Example of a Practical Case
A number of different samples of natural gases with known

compositions shown in Table 2 reflects actual reported fluctua-
tions in the composition of a natural gas supply over a period of
time. These samples were used to establish the consequences of
such variation in composition on their suitability as fuels for a
dual fuel engine. Gas sample No. 9 shows relatively high concen-
trations of the hydrocarbon components heavier than methane,
while sample No. 3 has relatively high concentrations of propane
and n-butane. Similarly, sample No. 2 contains lower concentra

Table 1 Composition of Natural Gas ‘‘ A ’’

Gas
Constituents %~mol!

CH4 87.00
C2H6 3.00
C3H8 1.40
n-C4H10 0.30
i-C4H10 0.24
n-C5H12 0.06
i-C5H12 0.95
CO 0.17
Air 6.88
Total 100.00

Fig. 7 Variations with time of the calculated temperature of
natural gas ‘‘A’’ of Table 1 for various initial temperatures. The
corresponding variations for methane at an initial temperature
of 800 K are shown; PiÄ2.8 MPa

Table 2 Composition of different natural gases

1 2 3 4 5 6 7 8 9

N2 4.83 5.42 0.84 3.53 3.91 3.91 2.56 2.49 4.32
CH4 86.16 86.00 89.96 88.34 87.81 87.61 88.74 87.99 85.2

6
CO2 1.14 0.98 1.41 1.08 1.07 1.23 1.28 1.42 1.45
C2H6 5.43 5.47 5.38 5.27 5.30 5.30 5.64 5.82 6.06
C3H8 1.70 1.58 1.92 1.29 1.36 1.29 1.39 1.67 2.13
i-C4H10 0.19 0.18 0.13 0.13 0.16 0.17 0.11 0.16 0.19
n-
C4H10

0.30 0.31 0.28 0.21 0.24 0.28 0.18 0.29 0.35

i-C5H12 0.08 0.08 0.00 0.05 0.06 0.07 0.04 0.06 0.08
n-
C5H12

0.08 0.08 0.03 0.04 0.05 0.07 0.04 0.06 0.07

C61 0.10 0.09 0.01 0.06 0.06 0.08 0.04 0.05 0.09
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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tions of propane compared to that of sample No. 1, while the
concentrations of the higher hydrocarbons are almost the same in
both samples.

The relative suitability of these samples for engine applications
was established at conditions corresponding to the values of air-
fuel ratio, temperature and pressure normally found during the
ignition delay period in a dual fuel engine when operating at
around its declared rated power output. Moreover, the relative
tendency of these natural gases to produce knock was evaluated in
terms of their pre-ignition reaction activity at constant volume and
adiabatic conditions.

Figure 8 shows a plot of the variation with time of the instan-
taneous normalized concentrations of fuel No. 9, due to chemical
reaction. The corresponding variations in the relative concentra-
tions of the non-methane fuel components in an adiabatic constant
volume reaction under engine like conditions are also shown. It
can be seen that even for the very lean typical mixture considered
(w50.583), these components commence significant reaction ac-
tivity at a very early stage leading to autoignition of the mixture
due to the thermal and kinetic effects they produce.

To emphasize the high reactivity of the components of natural
gas that are higher than propane, Fig. 9 shows a comparison of the
temperature time development through autoignition for the actual
composition of the natural gas, No. 9, and for an assumed fuel
having double the concentrations of C4 , C5 , and C61. The heat-

ing value of the fuel was maintained the same, through some
minor adjustment to the concentration of methane. A very substan-
tial reduction in the autoignition time is achieved while encoun-
tering essentially no change in the resulting peak temperature.
Figure 10 shows the corresponding relative preignition reactivity
of the various individual components of the natural gas for the
case shown in Fig. 8. It can be seen that methane is hardly reacted
before autoignition while the relative reactivity of the other com-
ponents increases very significantly with the increase in their mo-
lecular weight. Although propane is much more reactive than
methane under these conditions, the higher hydrocarbons~C61!
are yet more reactive even at the early stages of the reaction time.
Figure 11 shows the relative variations in the reactivity of the
different natural gases listed in Table 2. It is evident that the
fluctuations in their composition produce different levels of reac-
tivity leading to auto-ignition. The sample designated as No. 9,
produced the fastest reactions, while the sample No. 4 had the
lowest. A comparison of the relative reactivity of the fuel mixtures
shows that although the relative concentration of methane varied
by only two percent, the reactivity of these fuel mixtures varied
very significantly as a result of the variations in the concentrations
of their other components. This would emphasise the important
role played by these higher hydrocarbons.

Fuel samples No. 4 and No. 6 both contained the same amount
of propane and virtually the same amount of ethane. Both of these

Fig. 8 Variation with time of the normalized concentration of the fuel and for
the non-methane components

Fig. 9 Variation in the temperature with time for a natural gas Ësample ‘‘9,’’
and for a sample having double the concentration of C4 ËC5 and C6¿
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fuels tend to shorten the ignition delay when added to methane. A
higher concentration of the higher than propane hydrocarbons in
sample No. 6 resulted in a significant increase in its reactivity. On
the other hand, comparing samples No. 3 and No. 4 shows that the
higher concentrations of propane and butane in sample No. 3 re-
sulted in a higher reactivity despite the fact that sample No. 4
contained higher concentrations of the C5 and C6 hydrocarbons.

Obviously, a natural gas that is essentially methane will show
extremely low reactivity in comparison to those shown.

These examples help to demonstrate how detailed chemical ki-
netic modeling can be employed as a tool for providing guidelines
towards solving practical problems in engines arising from
changes in the composition of natural gas.

A ‘‘Propane Equivalent Composition’’ for a Natural Gas
At present, it appears impractical to account in engine modeling

comprehensively for the combustion reactions of natural gas com-
ponents and reliable reduced kinetic schemes for the oxidation of
higher hydrocarbons remain too lengthy to be used in extensive
engine simulation calculations. For the simpler common fuels and
their mixtures~e.g., methane, ethane, propane, ethylene, hydro-
gen, carbon monoxide, etc.! chemical kinetic reaction schemes of
manageable length can be formulated that could be incorporated
in engine modeling applications. Accordingly, a further simplifi-
cation to the kinetic modeling of different natural gases for engine
applications is proposed by us. It is suggested to replace the com-
position of the natural gas which contains higher hydrocarbons
(C4 ,C5 ,C61) by an equivalent composition made up of only
lower hydrocarbons which would have essentially similar reactiv-
ity and heating value as those of the original natural gas. This is
done on the basis that the components of natural gas that are
higher than C3 are replaced by an equivalent amount of propane
such that the same rate of variations with reaction time of the
original fuel is obtained. Propane was chosen since it is com-
monly available and can be used extensively in engine testing and
operation. Appropriate slight adjustment in the methane concen-
tration may be needed to retain essentially the same heating value.

Fig. 11 Variation in the temperature-time development for the different natu-
ral gas samples listed in Table 2

Table 3 Equivalent versus original compositions for four natural gases

Case 9 Case 1 Case 3 Case 4

Orig. Equi Orig. Equi Orig. Equi Orig. Equi

N2 4.43 4.32 4.83 4.83 0.84 0.84 3.53 3.53
CO2 1.45 1.45 1.14 1.14 1.41 1.41 1.08 1.08
CH4 82.56 84.12 86.16 5.02 89.96 88.86 88.34 87.25
C2H6 6.06 6.06 5.43 5.43 5.38 5.38 5.27 5.27
C3H8 2.13 4.05 1.70 3.58 1.92 3.50 1.29 2.87

n-C4H10 0.19 0.00 0.19 0.00 0.13 0.00 0.13 0.00
i-C4H10 0.35 0.00 0.30 0.00 0.28 0.00 0.21 0.00
i-C5H12 0.08 0.00 0.08 0.00 0.03 0.00 0.05 0.00
n-C5H12 0.07 0.00 0.08 0.00 0.03 0.00 0.04 0.00
n-C7H16 0.09 0.00 0.10 0.00 0.01 0.00 0.06 0.00

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Fig. 10 Variations with time of the relative concentrations of
the various n-alkanes components of natural gas ‘‘B’’ in an
adiabatic constant volume process. TiÄ760 K, PiÄ6.26 MPa
and total wÄ0.583
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Thus, the resulting equivalent fuel gas mixture would consist of
only methane, ethane, propane and diluent gases such as nitrogen,
carbon dioxide and water vapor.

Table 3 shows the original and calculated equivalent composi-
tion of four different natural gases~Nos 1, 3, 4, and 9 in Table 1!.
The simulations were carried largely for convenience and
economy of computation under adiabatic constant volume condi-
tions while using the detailed kinetic scheme. It can be seen that
although the concentrations of butane and the higher fuel compo-
nents tend to be very small, the equivalent amount of propane
needed in this substitution is around THREE times the corre-
sponding value of their concentrations. Moreover, the reactivity of
the fuel No. 9, under these conditions will be equivalent to having
as much as 4.05 percent propane present in the gas, instead of the
declared original concentrations of merely 2.13 percent. Since it is
well known that the increased presence of propane with methane
can seriously undermine the knock resistance quality of methane,
this emphasizes the need to reduce the concentration of higher
hydrocarbons that are higher than propane to an absolute mini-
mum. Otherwise, the reactivity of the natural gas will be unac-
ceptably high for knock-free operation in engines.

Accordingly, this propane equivalent concept for replacing the
higher hydrocarbon components of natural gas may be employed
to render the simulation of the combustion of complex fuel mix-
tures such as those in natural gases more manageable in engine
performance modeling.

Conclusions
• The presence of small concentration of n-heptane with meth-

ane can produce very substantial changes in its autoignition and
combustion characteristics.

• Relatively small changes in the composition of natural gas,
particularly in relation to the higher hydrocarbon components~bu-
tane and heavier!, can produce significant changes to the reactivity
of the natural gas.

• A relatively simple approach of comparing the calculated val-
ues of the ignition delay of natural gas to that of methane under
adiabatic constant volume combustion and engine-like conditions
can serve as a guideline for effecting the required changes to
engine operating conditions to avoid the onset of knock.

• The ‘‘propane equivalent’’ concept proposed can serve as a
tool for the simulation of combustion of complex fuel mixtures
such as natural gases in engine performance modeling calcula-
tions. Such an approach also demonstrates the impact of small
changes in the concentration of the higher hydrocarbon compo-
nents of the natural gas through the resulting substantial in-
flation of the concentration of propane, a more reactive fuel than
methane.

Acknowledgment
The financial support of Natural Sciences and Engineering Re-

search Council of Canada~NSERC! and Alternative Fuel Sys-

tems, Inc. is gratefully acknowledged. The contributions of Dr. C.
K. Westbrook, Prof. I. Skorokhodov, Dr. P. Samuel, and Dr. Z. Liu
to this investigation are gratefully acknowledged.

References
@1# Turner, S. H., and Weaver, C. S., 1994, ‘‘Dual Fuel Natural Gas/Diesel En-

gines Technology, Performance and Emissions,’’ Gas Research Institute Tech-
nical Report No. 0094.

@2# Vilmar, A., and Harald, V., 1996, ‘‘The Influence of Natural Gas Composition
on Ignition in a Direct Injection Gas Engine Using Hot Surface Assisted Com-
pression Ignition,’’ SAE Paper No. 961934.

@3# Higgin, R., and William, A., 1969, ‘‘A Shock Tube Investigation of the Igni-
tion of Lean Methane and n-Butane Mixtures With Oxygen,’’12th Symposium
(International) on Combustion, The Combustion Institute, Pittsburgh, PA, p.
579.

@4# Lifshitz, A., Scheller, K., Burcat, A., and Skinner, G. B., 1971, ‘‘Shock-Tube
Investigation of Ignition in Methane-Oxygen-Argon Mixtures,’’ Combust.
Flame,16, p. 311.

@5# Crossley, R., Dorko, E., Scheller, K., and Burcat, A., 1972, ‘‘The Effect of
Higher Alkanes on the Ignition of Methane-Oxygen-Argon Mixtures in Shock
Waves,’’ Combust. Flame,19, p. 373.

@6# Frennklach, M., and Bornside, E., 1984, ‘‘Shock-Initiated Ignition in Propane
Mixtures,’’ Combust. Flame,56, pp. 1–27.

@7# Westbrook, C. K., 1979, ‘‘An Analytical Study of the Shock Tube Ignition of
Mixtures of Methane and Ethane,’’ Combust. Sci. Technol.,20, pp. 5–17.

@8# Khalil, E., Samuel, P., and Karim, G. A., 1996, ‘‘An Analytical Examination of
the Chemical Kinetics of the Combustion of N-Heptane-Methane Air Mix-
tures,’’ SAE Paper No. 961932.

@9# Axelsson, E. I., Brezinsky, K., Dryer, F. L., Pitz, W. J., and Westbrook, C. K.,
1988, ‘‘Chemical Kinetic Modelling of the Oxidation of Large Alkane Fuels:
N-Octane and Iso-Octane,’’Twenty-First Symposium (International) on Com-
bustion, The Combustion Institute, Pittsburgh, PA, p. 783.

@10# Westbrook, C. K., and Pitz, W. J., 1988, ‘‘Detailed Kinetic Modeling of Au-
toignition Chemistry,’’ Transaction of SAE,96, Section 7, p. 559.

@11# Westbrook, C. K., and Pitz, W. J., 1991, ‘‘Numerical Modeling of Combustion
of Complex Hydrocarbon Fuels,’’Numerical Approaches to Combustion Mod-
eling ~Vol. 135, Progress in Astronautics and Aeronautics!, AIAA, Washington,
DC, p. 57.

@12# Westbrook, C. K., 1990–1992, personal communications.
@13# Karim, G. A., Hanafi, A., and Zhou, G., 1992, ‘‘A Kinetic Investigation of the

Oxidation of Low Heating Value Fuel Mixtures of Methane and Diluents,’’
Proceedings of the 15th Annual ASME/ETCE, Houston, TX, ASME, New
York.

@14# Samuel, P., 1994, ‘‘Computational and Experimental Investigation of Ignition
and Combustion of Liquid Hydrocarbon Fuels Within Homogeneous Environ-
ments of Fuel and Air,’’ Ph.D. dissertation, The University of Calgary.

@15# Ciezk, H., and Adomeit, G., 1993, ‘‘Shock-Tube Investigation of Self-Ignition
of n-Heptane-Air Mixtures Under Engine Relevant Conditions,’’ Combust.
Flame,93, p. 421.

@16# Griffiths, J. F., 1995, ‘‘Reduced Kinetic Models and Their Application to Prac-
tical Combustion Systems,’’ Prog. Energy Combust. Sci., N. A. Chigier, ed.,
21, Nov., p. 27.

@17# Westbrook, C. K., and Pitz, W. J., 1986, ‘‘Kinetic Modelling of Autoignition of
Higher Hydrocarbons: n-Heptane, N-Octane and iso-Octane,’’Complex
Chemical Reaction Systems, Springer-Verlag, New York, pp. 45–62.

@18# Westbrook, C. K., Pitz, W. J., Thornton, M., and Malte, P. C., 1988, ‘‘A Kinetic
Modelling of n-Pentane Oxidation in a Well-Stirred Reactor,’’ Combust.
Flame,72, pp. 45–62.

@19# Westbrook, C. K., and Pitz, W. J., 1991, ‘‘Numerical Modelling of a Combus-
tion of Complex Hydrocarbon Fuels,’’Numerical Approaches to Combustion
Modelling ~Vol. 135, Progress in Astronautics and Aeronautics!, AIAA, Wash-
ington, DC, pp. 57–76.

@20# Khalil, E., 1998, ‘‘Modelling the Chemical Kinetics of Combustion of Higher
Hydrocarbon Fuels in Air,’’ Ph.D. dissertation, University of Calgary.

Journal of Engineering for Gas Turbines and Power APRIL 2002, Vol. 124 Õ 411

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. Banerjee

K. M. Isaac

University of Missouri-Rolla,
Rolla, MO 65409

L. Oliver

W. Breig

Dayco Technical Center,
Springfield, MO 65807

Features of Automotive Gas Tank
Filler Pipe Two-Phase Flow:
Experiments and Computational
Fluid Dynamics Simulations
Extensive flow visualization in an automotive fuel filler pipe made visible by introducing
dyes and smoke in water and air, respectively, were conducted for nominal flow rates of
4–18 liters per minute. Video and still cameras were used for imaging. Features of the
flow such as laminar-to-turbulent transition, progressive development of strong swirl
along filler pipe axis, air entrainment, and mixing with the liquid were observed in the
experiments. The experimental observations were supported by computational fluid dy-
namics (CFD) simulations of the flow which also showed features such as swirl and air
entrainment. @DOI: 10.1115/1.1445439#

Introduction

Automotive refueling process has lately drawn increased atten-
tion because of environmental concerns regarding the fuel vapor
released during refueling. Increased ozone levels in urban areas
are believed to be related to gasoline vapor release. Current prac-
tice of capturing refueling vapor fall into a few different types.
Some installations recover vapor at the nozzle spout by vacuum
assist, and return the vapor to underground storage tanks~UST!.
This process has the drawback that the entrained air also enters
the UST along with the vapor. Beginning with the 1998 model
year, U.S. pollution control laws require that vehicles be equipped
with devices to capture vapors during refueling. Such vehicle-
installed vapor recovery systems are designated as on-board refu-
eling vapor recovery~ORVR!. One ORVR design objective is to
prevent the entrained air from entering the UST. As a first step
towards ORVR designs, vapor generation and transport during
refueling needs to be understood to develop recovery techniques.
Some of the factors that affect vapor emission are the geometry of
the nozzle-filler pipe fit, the characteristics of automatic nozzle
shut off, operating environment such as temperature and humidity,
and fuel dispense rates. Due to various reasons, identifying
ORVR-equipped vehicles as they enter refueling stations, prior to
the beginning of refueling, is another important design objective.
Vacuum-assist pumps at gas stations must be turned off to prevent
air flow into nozzle/hose/pump, and the fill neck should not be at
negative gauge pressure. In a balance-type system, which operates
in the open/closed mode, ORVR sensing is required to change the
state of balance. In this type of system, the pathway between the
vehicle fuel tank and the UST is either open or closed depending
upon the pressure at certain locations in the pathway. The Califor-
nia Air Resources Board~CARB! Stage II regulations require that,
when refueling a non-ORVR vehicle, vapor capture efficiencies
must be at least 95 percent. CARB regulations limit the back
pressure in balance-type systems to 0.5 in. H2O ~125 N/m2) at 60
ft3/hr. ~28.32 liters/minute! of N2 at standard temperature and
pressure~STP! @1#. Various techniques are being explored to de-
tect ORVR-equipped vehicles. These ‘‘smart sensor interfaces’’
between the dispenser nozzle and the fill neck include sensing

hydrocarbon~HC! concentration, pressure, or flow direction in the
fill neck. However, more studies were recommended before
implementing these technologies@1#.

Refueling is a complex process that involves unsteady multi-
phase turbulent flow, heat transfer, and mass transfer. Because of
safety concerns, fuel tank location has moved further interior in
the chassis, away from wings and under-trunk locations in recent
vehicle designs, resulting in longer filler pipes. Few studies to
examine the fluid mechanics and mass transfer mechanisms of
refueling have been conducted. There are two main objectives in
examining the refueling process. The first concerns reducing de-
sign cycle time by developing design guidelines for the filler pipes
of present day vehicle designs. The second objective is to predict
vapor emission levels during the refueling process, and develop
techniques to reduce fuel vapor release during refueling.

Some of the earlier filler pipes were manufactured by blow
molding high density polyethylene, which led to noncircular, non-
uniform cross sections of the interior geometry. Such irregular
geometries have higher flow losses compared to a tube with a
smooth circular cross section. Fortunately, more recent designs are
of circular constant area cross section steel pipes with much better
control of cross-sectional area, cross-sectional geometry, and sur-
face roughness. Moreover, they are formed with bends of large
radii of curvature which tend to minimize the flow losses in them.

Existing design rules are based on empirical relations to deter-
mine flow losses in the filler pipe passage. However, these empiri-
cal design rules do not allow predicting, with an acceptable degree
of confidence, important aspects such as air entrainment and mass
transfer during refueling. An initiative to investigate the filler pipe
flow using computational fluid dynamics~CFD! has been recently
reported@2#. This effort is expected to yield detailed flow field
information including air entrainment and mass transfer. The
study is expected to shed light on the phenomena of spit-back, i.e.,
fuel drops escaping into the atmosphere because of the high-
momentum fuel jet impinging the filler pipe wall and forming
drops that rebound; and well-back, the process of the fuel flooding
the filler pipe and flowing backwards at the filler pipe mouth. The
study also includes plans for experimental verification of the CFD
results.

Since the filler pipe is part of the fuel system consisting of
various components that include the fuel nozzle, filler pipe, gas
tank, sensor tube, vapor absorption canister, and the fuel lines to
the engine, the filler pipe performance would also be dependent
on the characteristics of these other components. However, includ-
ing all these components in the analysis would make it a complex
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dynamical system. Lockhart et al.@3# have reported on the dis-
penser nozzle characteristics that can be used as input to ORVR
design process. The dispenser nozzle characteristics and the filler
pipe characteristics are closely linked because the nozzle shutoff
mechanism is initiated when the nozzle sensor port senses the
liquid level in the filler pipe when it reaches the sensor port. What
ensues is a dynamic process with large variations in pressure and
flow rates.

Experimental Procedure
A photograph of the full-scale glass model of the filler pipe is

given in Fig. 1. This geometry can be considered representative of
a typical production filler pipe, with several bends. The second
and the third bends are out of plane making the flow more com-
plex by introducing a strong swirl component to the mean flow
and high turbulence levels. The quartz 1:1 scale model has been
used in all the experiments reported in the present work. The tube
has 25 mm~1 in.! nominal ID and has a total length of;1 m. It
was formed from a single quartz tube bent at various angles to
form five straight segments with large radii of curvature at the
bends. Segments 1–5 are, respectively, 15 cm, 20 cm, 15 cm, 20
cm, and 30 cm long. The entire tube axis did not lie in one plane,
but occupied a three-dimensional space. A larger diameter mouth
that made a smooth transition to the smaller diameter tube was
formed at the filler pipe inlet. During refueling, the fuel nozzle
would be inserted into the mouth. A connection for the recircula-
tion tube that would return gasoline vapor-air mixture from the
tank to the filler pipe is provided as shown in Fig. 1. An insert
with slotted openings at the side and having a stainless steel flap-
per valve that is part of an automotive production filler pipe was
inserted into the opening. During refueling, the nozzle tip would
open the flapper valve and extend into the filler pipe, about 50 mm
beyond the flapper valve location.

The production filler pipe is made of steel and painted black
inside. The tube inside surface equivalent roughness is estimated
to be 45mm, same as that of new commercial steel tubes. The

quartz model, used in the experiments, is considered smooth with
zero equivalent roughness. In the experiments, the filler pipe was
oriented such that the axis of the first tube segment made an angle
of 37.5 deg with the horizontal, and the first two straight segments
of the tube lay in the vertical plane. Bends 1–4 had included
angles of 136, 100, 163, and 121 deg, respectively.

The lighting arrangements used to obtain the flow visualization
results presented in this study included dual fiber-optic lighting
and a short duration~;10 ns! Nd:YAG pulsed laser beam formed
into a light sheet. 35-mm still camera and S-VHS video camera
were used for image acquisition. Various shutter speeds and aper-
ture settings were used in the still photography. The S-VHS cam-
era operated at the following settings: frame rate5 30 fps, shutter
speed5 1/125 s, and aperture5 11.

City water was used as the flow medium. Test flow rates were
in the range of;4–20 liters/minute~lpm! ~;1–5 gallons/minute!.
These flow rates correspond to a Reynolds number~based on tube
diameter! range of 3236 to 16,181. The corresponding Reynolds
number range, for the;4–20 lpm flow rates, for gasoline would
be 7879–39,397, which is higher because of the lower kinematic
viscosity of gasoline. The tests were run at an ambient tem-
perature of 2061 deg C. The test conditions are summarized in
Table 1.

Results

3.78 LitersÕMinute „lpm…. At this flow rate the nozzle flow
consists of a mixture of water and air entrained through the sensor
port. The initially perturbed flow settles down to a smoother form
towards the nozzle tip. Region 0, Frame 1, Fig. 2~a!, shows details
of the flow at the nozzle exit and the inlet to the filler pipe. In
Region 1, Frame 6, Fig. 2~a!, at 3.78 lpm, the liquid has a glassy
appearance. It is interesting to note that as the liquid flows down,
not all of it stays at the lowest part of the tube, but some of it
sticks to the top surface as well. The corresponding flow observed
using a video system shows that the flow is not completely steady,
but has frame-to-frame variations in the free surface shape. At the
first bend the liquid stream jumps across and impinges the oppo-
site wall because of its momentum.

In Region 2, Frame 11, Fig. 2~b!, near the second bend, voids
are clearly visible at this flow rate. The liquid occupies mostly the
lower portion of the second bend. As the liquid stream impacts the
wall at the bend, it becomes brighter because of the increase in
turbulence which increases the amount of scattering of the inci-
dent light.

The video camera ran at a frame rate of 30 frames/second~fps!,
and a shutter opening of~1/125! s. Therefore, the successive video
frames are approximately at~1/30! s apart. A frame-by-frame
analysis of the video shows the following features for this flow
rate. Liquid stays at the bottom for the most part, the flow be-
comes turbulent downstream of the bend indicated by the in-
creased brightness of the liquid stream, and the transition point
shows intermittency. The flow appears to be developing a swirl
component. Region 3 is the bend upstream of the filler pipe exit
and lies mostly in the horizontal plane. This region, characterized
by the increased momentum of the liquid stream caused by its
downward gravity-assisted motion transforms into a highly swirl-
ing turbulent flow as it impacts the wall at the nearly 90-deg bend.
At this low flow rate the liquid stays mostly towards the wall

Fig. 1 Photograph of 1:1 glass model of filler pipe and nozzle
setup

Table 1 Filler pipe experimental case summary

Q Lpm ~gpm! V̄ ms21 Re (H2O) Dp (H2O) Nm22 Re~G! Dp ~G! Nm22 Dp ~G!, steel tube Nm22

3.78 ~1! 0.129 3,236 11.32 7,879 10.64 11.77
7.56 ~2! 0.257 7,457 44.75 12,850 29.32 31.28
11.34~3! 0.385 11,171 81.22 19,250 52.64 65.81
18.93~5! 0.643 16,181 339.10 39,397 205.30 241.80
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because of its high angular momentum, and the gas phase core is
clearly visible when observed from upstream, looking down the
axis of the straight exit segment of the tube.

7.56 LitersÕMinute. The nozzle at 7.56 lpm is still not fully
filled with liquid. Compared to the 3.78 lpm case, the liquid free
surface in the nozzle is more irregular indicating increased turbu-
lence. At this flow rate the liquid occupies more space, and the
liquid surface in Region 0 is not as clearly demarcated as in the
previous case. In Region 1, Frame 7, Fig. 2~a!, the liquid surface
moves from frame to frame in the video. In Region 2, Frame 12,
Fig. 2~b!, large-scale structures form more upstream and more
frequently than the 3.78 lpm case. Downstream of the bend a large
void of more or less of constant size is present. The free surface
shows finger-like structures which are of smaller scale than those
in the 3.78 lpm case. Most of the liquid stays at the bottom of the
nearly horizontal downstream portion of the tube. Occasionally,
the liquid stream breaks up into a stream of drops which are
carried downstream by the gas phase. The process is highly inter-
mittent; the detached liquid mass varies in size from small drops
to large ligaments. There are also large frame-to-frame variations
in the size of the detached liquid. That there is swirl developing in
the flow is evident from the liquid occupying different azimuthal
regions of the tube in successive frames of the video.

11.34 LitersÕMinute. At 11.34 lpm the liquid fills the entire
nozzle with little air entrained at the recirculation tube opening
~Region 0, Frame 3, Fig. 2~a!!. Transition from an air-water mix-
ture flow to just water flow in the nozzle may be seen by compar-

ing Frames 2 and 3 in Fig. 2~a!. At this flow rate the flow struc-
tures are smaller in size. The void at the first bend, in Region 1,
moves around from frame to frame. The liquid flowing down at
higher speed now hits the wall at the bend and seems to be tran-
sitioning into turbulent flow. Liquid drops can be seen to break off
from the liquid free surface.

In Region 2 the voids are much smaller and appear intermit-
tently. The individual drops are now barely visible; instead, the
gas-liquid mixture has become more homogeneous in appearance
and causes scattering of bright diffused light from the flowing
mixture. The edge structures are finer than those at lower flow
rates. It may also be observed that there is less intermittency in the
flow indicating the higher Reynolds number. Mixing of the two
phases has progressed considerably indicated by the absence of
large voids. Right at the bend, at the inner corner, an air pocket of
nearly constant size is present.

18.93 LitersÕMinute. At this high flow rate the flow at the
first bend exhibits its turbulent nature in terms of the formation of
turbulent structures and their chaotic motion as observed in the
frame-to-frame variations of the flow structure. The flow is char-
acterized by large drops and ligaments in Region 1. As the higher
flow rates cause the liquid to fill the tube, there are no longer any
large voids in the flow. Instead, several small voids not having
well-defined boundaries develop. Because of the higher flow
speed, the video images are blurred even at the top of the tube.
Another interesting feature at this high flow rate is the stronger
swirl component that the flow acquires right at the mouth of the

Fig. 2 „a… Flow visualization in Region 0 „left column … and Region 1 „right column …. Flow rates „top to bottom …: 3.78, 7.56, 11.34, and
18.93 lpm. „b… Flow visualization in Region 2 „left column … and Region 3 „right column …. Flow rates „top to bottom …: same as in „a….
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filler pipe, because of the slight misalignment between the nozzle
spout axis and the filler pipe axis. Downstream of the first bend
the liquid and air form a mixture because of the impact of the high
momentum liquid stream with the wall which causes the liquid
stream to break up into drops and ligaments, mix with the air
stream, and develop a swirl component.

At the second bend the turbulent region has moved upstream
and the void is present upstream of the second bend. Ligaments
are seen to be breaking off from upstream of the second bend. At
this location, the swirl component is well established as evident
from the structures repeating themselves at the same location in
about every fifth frame indicating a frequency of about 6 Hz. The
swirl velocity close to the wall may be estimated from this fre-
quency observation to be of the same order as the axial velocity.
At this higher flow rates the voids are smaller and they form and
convect downstream rapidly.

General Observations
From viewing the video and still pictures of the flow over the

range of;4–18 lpm, the following general observations may be
made. Except for low flow rates at the filler pipe entrance, the
flow is turbulent. The flow transitions to high turbulence at the
bends because of the impact and break up of the liquid stream.
The flow also acquires a swirl component due to the asymmetric
flow impacting the wall at the bends. At low flow rates there are
large voids where the liquid free surfaces are clearly visible. At
higher flow rates these voids become smaller and their boundaries
become blurred. At still higher flow rates the voids are no longer
visible, but a highly turbulent liquid-gas mixture fills the entire
tube.

The flow losses in the filler pipe can be calculated by consid-
ering the losses in the straight segments and those in the bends.
Fully developed, steady turbulent pipe flow assumptions were
made for these calculations. Pipe friction coefficient and minor
loss coefficients for the pipe bends were obtained from Munson
et al. @4#. Table 1 gives pressure losses for the quartz model for
3.78 lpm ~1 gpm!, 7.56 lpm ~2 gpm!, 11.34 lpm ~3 gpm!, and
18.93 lpm~5 gpm! for water as well as gasoline. Also given are
the pressure losses for gasoline in the production filler pipe. Be-
tween the inlet and the exit, there is a height difference of;39
cm, which corresponds to 3820 N/m2 for water. Therefore, the
liquid accelerates as it flows down the tube because the momen-
tum gain due to drop in height is much higher than the pipe losses.
This is confirmed in the video which shows the liquid rushing
down the fill tube from entrance to exit.

Computational Fluid Dynamics „CFD… Simulation
Few successful CFD investigations of the refueling process

have been conducted in the past. Sinha et al.@5# studied premature
fuel shutoff by dividing the entire process into a number of unit
processes. They used an implicit Roe/TVD upwind framework for
the numerics. Simple straight tubes for filler pipe and vent pipes
and a cylindrical geometry for fuel tank were used to model the
fuel system. The unit processes included flow field near tank dome
prior to vent pipe sealing, compression of trapped air/vapor, wave
propagation in a uniform cylinder with piston, and the effect of
contraction. The effect of coupling of the various subsystems was
not attempted in their CFD simulation.

CFD Simulation Scheme. In the present work, CFD simula-
tions of the filler pipe flow were conducted using the software
packages GAMBIT for grid generation and FLUENT@6# for so-
lution of the two phase flow equations, and the results have been
documented. GAMBIT is a grid generation package suitable for
complex three-dimensional geometries. It can be run interactively
to generate structured as well as unstructured grids, and the result-
ant grids can be viewed and optimized for the geometry and the
flow problem under consideration. Several parameters can be
summoned while generating the grid to determine how well it has

been optimized. Figure 3 shows a typical grid used in the present
simulations. This hexagonal grid has 19,831 cells and 22,128
nodes. The grid density has been carefully adjusted to optimize
grid distribution in regions of high flow gradients. Adaptive tech-
nique was used to check for independence of the solution. Based
on the solution obtained from FLUENT, the grid was further re-
fined, particularly at the gas/liquid interface such that the air en-
trainment at the filler neck mouth remains almost constant for two
successive cases. The final number of grid cells and grid density
varied for different flow rates because the gas/liquid interface area
would change with flow rate. After grid adaptation, the number of
grid cells ranged from approximately 36,000 for 7.56 lpm flow
rate to about 96,000 for 44 lpm flow rate.

Selected CFD simulation results of four flow rates, 7.56 lpm,
11.34 lpm, 34 lpm, and 44 lpm, are discussed in this work. The
first two flow rates correspond to those used in the experiments.
The last two fall in the range of gasoline dispense rates usually
encountered at refueling stations.

The present two-phase flow problem comprising water or gaso-
line for the liquid phase and air-vapor mixture for the gas phase
poses several challenges for the CFD practitioner. Several numeri-
cal models@7# are available for the resulting governing equations.
The choice of a particular model often depends on several factors
and is often guided by experience. The volume-of-fluid~VOF!
model, the cavitation model and the algebraic slip model are three
different options available in FLUENT@6# for multiphase flow
modeling. After careful evaluation, the VOF model was chosen
for the present simulations. The VOF model is designed for track-
ing the interface between immiscible fluids. A single set of mo-
mentum equations is shared by the fluids, and the volume fraction
of each fluid in each computational cell in the domain is tracked
during the solution. We can write the continuity equation for the
volume fraction of the phase as
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The source term,Saq , on the right-hand side is zero for the VOF
model signifying that there is no mass transfer across the inter-
face. The properties such as density and viscosity appearing in the
transport equations are computed using the following general
equation:

f5a2f21~12a2!f1 (2)

Fig. 3 A typical grid
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where f1 is the primary phase property. A single momentum
equation is solved throughout the domain, and the phases share
the resulting velocity field. The momentum equation given below
is dependent on the volume fraction through the densityr and the
viscositym.
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One of the important decisions to be made in a CFD analysis is
the choice of the turbulence model to be used. Several turbulence
models are available in FLUENT@6# such as thek-« model and its
variants like RNG–k-«; Reynolds stress model~RSM!; and large
eddy simulation~LES! model. Thek-« model by Launder and
Spalding@8# is probably the most widely used turbulence model.
The more recent RNG–k-« model of Yakhot and Orszag@9# has
improved accuracy for rapidly strained flow. It is also better in
predicting flow with swirl. The constants used in the RNG–k-«
model are obtained by using the renormalization-group theory
~RNG! from statistical principles applied to isotropic turbulence.
A disadvantage of any turbulence model based on Boussinesq
hypothesis like the standardk-« and RNG–k-« models is that the
turbulent viscosity is assumed to be isotropic, which is not strictly
true. An alternative approach, as embodied in the RSM model of

Launder, Reece, and Rodi@10# and Gibson and Launder@11# is to
solve individually all the terms of the Reynolds stress tensor. An
additional scale-determining equation~normally for «! is also re-
quired. Thus, seven additional equations are required to be solved
for three-dimensional flows in this model. The computational time
increases due to the additional equations. In the present study,k-«,
RNG–k-«, and RSM models were tested to determine the opti-
mum turbulence model. LES was not used because FLUENT@6#
does not support this model for multiphase flow problems. It was
found that RNG–k-« model performed better compared to the
standardk-« model in terms of overall agreement with the flow
features observed in the experiments. Air entrainment rates ob-
tained from RNG–k-« and RSM models were compared for two
flow rates. Air entrainment differed by about 2 percent for 7.56
lpm and about 5 percent for 34 lpm. Thus, the additional compu-
tational time required for RSM model was not justified for all the
cases considered in this work. The results discussed in this paper
are, therefore, based on the RNG–k-« model.

As swirl is introduced at the out-of-plane bends, numerical dif-
fusion may increase because the flow may not be aligned along
the grid. A second-order discretization scheme was tested for the
flow rates of 7.56 lpm and 34 lpm. It was found that the difference
in air entrainment at the filler neck mouth was about 2.5 percent
for 7.56 lpm case and about 8 percent for 34 lpm case. The

Fig. 4 Phase distribution. Flow rates: „a… 7.56 lpm, „b… 11.34 lpm, „c… 34 lpm, „d… 44 lpm.
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second-order scheme showed slower convergence, thereby in-
creasing the computational time. As the difference in air entrain-
ment rates between first-order and second-order discretization is
within acceptable limits, first-order scheme was used for all the
cases presented in this work.

Simulation Results
CFD simulations for 7.56, 11.34, 34, and 44 lpm cases were

conducted and the results analyzed. The simulations were started

with the grid shown in Fig. 3, which was further refined by the
grid adaptation technique described above. Though not clearly
visible, the computational domain consisted of the cylindrical fuel
nozzle inserted into the filler neck and terminated where the filler
pipe begins to contract in cross-sectional area. The filler neck
diameter was 54 mm and the nozzle diameter was 17 mm. The
nozzle tip was 19 mm inside the filler neck entrance and the
nozzle axis was parallel to the filler neck axis, but offset by 10
mm below the filler neck axis. The velocity profile at the nozzle

Fig. 5 Velocity vectors. „a… Region 1, „b… Region 2, and „c… Region 3. Flow
rate: 11.34 lpm.
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inlet was uniform and isotropic turbulence of 10 percent was as-
sumed at the nozzle inlet. Ambient pressure was used for inlet and
outlet boundary conditions. An unsteady solver with a time step of
531024 s was used when the number of grid cells was approxi-
mately 20,000. It was further reduced to 131024 s after grid
refinement.

Phase distributions were analyzed for different flow rates. The
simulation results from the different flow rates had many similari-
ties with the flow features observed in the experiments. It was

found that swirl was introduced after Bend 2, and further en-
hanced after Bend 4. The void fraction reduced with increase in
flow rate as the liquid started filling more of the cross-section. The
simulations were stopped from time to time to analyze the results.
As observed in the experiments, there were fluctuations in the
flow features on a time-to-time basis. The turbulence level in-
creased due to the presence of the bends. The pressure contours
showed that there was a high pressure spot on the lower portion of
Bend 2, and it increased in magnitude with flow rate. This high

Fig. 6 Velocity vectors at a cross section after Bend 2. Flow rates: „a… 7.56
lpm, „b… 34 lpm.
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pressure spot is due to the impact of the liquid after an almost
vertical fall in the section downstream of Bend 1. A low pressure
area was also noticed at the lower portion of Bend 1. The pressure
in this zone decreased with increase in flow rate.

Figure 4 shows the phase distribution along the filler pipe wall
in Region 1 for the four flow rates cited above. In these grayscale
plots, the light regions indicate liquid phase and the dark regions
indicate gas phase. As the flow rate increases, the liquid tends to
fill the entire cross section of the filler pipe upstream of the second
bend. In the almost vertical segment after the first bend the liquid
accelerates due to gravity. However, the segment after the second
bend is almost horizontal where the flow slows down. This has
been confirmed by determining the cross-section average veloci-

ties just before and after the second bend for all the flow rates.
This slowing down dictates the maximum flow rate that can be
dispensed through the filler pipe.

The velocity vectors along axial sections of Regions 1, 2, and 3
are shown in Fig. 5. The vector length corresponds to the velocity
magnitude. As can be seen in the vector plots, air is entrained by
the liquid because of the momentum exchange between the liquid
and the gas phases. The mean velocity in the gas phase increases
with increase in liquid flow rate.

Figures 6 and 7 show the velocity vectors for the flow rates of
7.56 lpm and 34 lpm at cross sections downstream of Bends 2 and
4, respectively. Both are out-of-plane bends and therefore strong
swirl is introduced in the flow. In these two plots, the regions with
smaller vectors indicate gas phase and those with larger vectors
indicate liquid phase. For Bend 2, the gas phase vortex is closer to
the wall for the lower flow rate of 7.56 lpm, but it moves more
towards the center at 34 lpm. At the higher flow rate, a stagnation
region can be clearly seen near the axis. Figure 7~a! shows that
the swirl strength at Bend 4 is much higher compared to that at
Bend 2. At this cross section, past Bend 4, the liquid stays mostly
at the top, and the gas phase forms a large vortex below. At 34
lpm ~Fig. 7~b!!, the vortex pattern is more complex; the vortex is
not as clearly defined as in the lower flow rate case. Note that
some of these features, especially their azimuthal dependence,
would be different at different axial locations.

To determine gasoline vapor emission during refueling it is nec-
essary to first determine the variation of air entrainment rate with
liquid flow rate ~Q!. Therefore, air entrainment rates were deter-
mined for four liquid flow rates and the results are summarized in
Table 2. The average gas phase velocity (vgp) and void area
(Agp), determined at a cross-section downstream of the second
bend, are also given in Table 2. As can be seen, there is a steady
increase in the gas phase velocity with increase in flow rate; how-
ever, the void area decreases with increase in flow rate. The prod-
uct of the cross-section averaged velocity and the void area equals
the volume flow rate of the air entrained. These results indicate
that air entrainment cannot be correlated to a single para-
meter such as the Reynolds number, but may depend on several
parameters.

Conclusions
The present investigation of automotive filler pipe flow com-

prising both experiments and CFD simulations has been success-
ful in understanding this complex two-phase flow. Many interest-
ing features of the flow are uncovered, potentially leading to a
better understanding of the processes of practical importance such
as air entrainment and vapor emissions. The rate of air entrain-
ment indicates an increasing trend with increasing liquid flow rate,
but it is not monotonic. There is maximum flow rate that can be
dispensed through a filler pipe. Beyond that maximum flow rate,
well-back, liquid backing up in the filler pipe, can be expected.
Out-of-plane bends introduce strong swirl in the flow which en-
hances air entrainment, sometimes referred to as the ‘‘dynamic
seal.’’ Trends in the velocity vector plots suggest that lower fill
rates may not be the best strategy for reducing emissions, but
higher fill rates coupled with prevention of spit back during nozzle
shut off may be more beneficial. The present work shows the key
role that CFD would play in future fuel system design and analy-

Fig. 7 Velocity vectors at a cross section after Bend 4. Flow
rates: „a… 7.56 lpm, „b… 34 lpm.

Table 2 Computational Fluid Dynamics „CFD… Simulation
Results

Q Lpm ~gpm! Vgp m/s Agp m2 ṁair kg/min

7.56 ~2! 1.28 4.7731024 0.0449
11.34~3! 1.11 4.4931024 0.0367
34 ~8.98! 2.18 3.0631024 0.0490
44 ~11.62! 2.23 2.6031024 0.0427
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sis. With the use of more powerful computers coming to market at
a fast pace, additional components such as the fuel tank and the
recirculation tube could be incorporated in the numerical model,
obviously bringing down development cost and cycle time. Rap-
idly evolving physical models and numerical algorithms would
yield useful parameters such as heat and mass transfer, emissions,
and gas phase composition.
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A Comprehensive Model to
Predict Three-Way Catalytic
Converter Performance
This paper describes the development of a comprehensive mathematical and numerical
model for simulating the performance of automotive three-way catalytic converters, which
are employed to reduce engine exhaust emissions. The model simulates the emission
system behavior by using an exhaust system heat conservation and catalyst chemical
kinetic submodel. The resulting governing equations are solved numerically. Good agree-
ments were found between the numerical predictions and experimental measurements
under both steady-state and transient conditions. The developed model will be used to
facilitate the converter design improvement efforts, which are necessary in order to meet
the increasingly stricter emission requirements.@DOI: 10.1115/1.1424295#

Introduction
Since 1968 when legislation first introduced emission regula-

tions in the U.S., there has been a steady trend of lowering limi-
tations on vehicle exhaust emissions. For example, the Inter In-
dustry Emission Control Program~IIEC! in 1968 required carbon
monoxide~CO! limitation to be 7.19 g/mile, hydrocarbon~HC! to
be 0.82 g/mile, and no limitation to oxides of nitrogen (NOx)
~@1#!. The present effective standard that was modified in 1994
requires the CO limit to be 3.4 g/mile, HC to 0.25 g/mile, and
NOx to 0.4 g/mile for passenger cars~@2#!. This trend of stricter
regulation will continue with proposed standards for California as
low as or lower than 0.01 g/mile NMOG~non-methane organic
gas! and 0.02 g/mile NOx. Worldwide, similar trends are occur-
ring. Hence, engine exhaust systems need to undergo continuous
modification to meet increasingly stricter regulations. In the past,
much of the design and engineering process to optimize various
components of engine and emission systems has involved the pro-
totype testing. The complexity of modern systems and the result-
ing flow dynamics and thermal and chemical mechanisms have
increased the difficulty in assessing and optimizing system opera-
tion. Due to overall complexity and increased costs associated
with these factors, modeling continues to be pursued as a method
of obtaining valuable information supporting the design and de-
velopment process associated with the exhaust emission system
optimization.

Mathematical models of catalytic converter have been em-
ployed for nearly 30 years. There are different approaches to
simulate the phenomena of exhaust systems. In some studies,
models of transient heat transfer have been used to assess the
temperature distribution along the exhaust systems as dimensions,
materials and insulating properties are modified to obtain a work-
able system~@3–5#!. These models are used to define the state of
the inlet gases into the catalyst as their positions change along the
exhaust system. They are not, however, concerned with the com-
plicated heat transfer and detail chemical reaction mechanism in-
side the catalytic converters. In other studies, models of flow dis-
tribution are applied to predict the nonuniformity of flow at the
catalyst entrance and to predict pressure losses in the emission

system~@6–8#!. These parameters have been found to influence
the converter performance. However, these studies emphasize
only on the flow patterns in the diffusion section of the catalytic
converters, and do not include the full flow and kinetic processes
in the total length of the converter. Detailed models of catalyst
processes have been used to assess catalyst functions~@9–17#!.
These models can, in principle, be used to support the understand-
ing of the catalyst process. Many either report steady-state kinet-
ics ~@13#! or report accumulated conversion efficiencies during
different driving test cycles~@14#!. Some studies focused on in-
vestigating the light-off behavior of converters~@18–19#!.

Most of the previous studies did not compare their predictions
with experiments under realistic transient driving conditions. The
model testing under realistic conditions is very important since the
catalyst behavior under steady-state conditions is very different
from that under transient conditions. Pattas et al.@14# used a
simple five-step reaction scheme and a one-dimensional model to
predict the catalytic converter performance during a regulated Eu-
ropean driving cycle, ECE-15. A unique feature of their work was
that it presented comparisons of numerical predictions and experi-
mental measurements of both time-resolved and accumulated
emissions under real engine cycle operations. Their accumulated
emission results showed good agreement with the experimental
measurements. However, they did not report comparison of time-
resolved emissions for HC and NO. Recently, Koltsakis et al.
@16,17# presented a model featuring an extended reaction scheme
and an improved oxygen storage submodel for highly transient
catalyst operation. The predictions and measurements were com-
pared for accumulated emissions under the new European driving
cycle ~NEDC!. However, rather than using a set of fully transient
equations, they computed the transient behavior of the catalytic
converter as a series of quasi-steady states.

A major difficulty in modeling of catalytic converters is the lack
of adequate kinetics data for different type of catalysts. Further-
more, the effect of thermal degradation, which greatly influences
the catalyst operation, is largely unknown and is not incorporated
in the kinetic data. Most studies mentioned above relied on the
classical work of Voltz et al.@20# in order to simulate chemical
reactions and to calculate the reaction rates. This work involved
the measurement of pellet-type Pt catalyst performances and de-
rived kinetic reaction rate expressions for the oxidation of CO and
C3H6 under lean conditions. The expressions are of the Langmuir-
Hinshelwood type and take into account the inhibition due to NO.
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These rate expressions with some modifications have been used
for non-Pt catalysts due to lack of data for other type of catalysts.
Montreuil et al. @13# presented a methodology for updating
steady-state kinetic data for Pt/Rh and Pd/Rh catalysts. Their work
included a detailed reaction scheme consisting of 13 reactions and
derived corresponding reaction rate expressions involving 97 in-
dependent parameters. They listed kinetic constants for four dif-
ferent types of catalysts. These kinetic rate expressions are to date
the most detailed and are used in the present study.

The present study employs a transient heat transfer model,
coupled with a transient catalyst chemical kinetic mechanism that
includes oxygen storage chemistry to simulate the catalyst perfor-
mance during the U.S. and the European driving test cycles. This
model can be used to better understand the physical and chemical
processes of gas flowing through the catalytic converter. It can
also be used to support the detailed optimization of geometry and
strategic control of the entire vehicle emission system.

Model Description

Governing Equations. Figure 1 shows schematic of a cata-
lytic converter. The governing equations were developed by con-
sidering the conservation of mass, energy and chemical species.
The following phenomena are explicitly included in the model:~i!
convective heat and mass transfer from the exhaust gas to the
catalytic surface;~ii ! heterogeneous chemical reactions taking
place on the catalytic surface;~iii ! the catalyst’s capacity of stor-
ing extra oxygen under lean conditions and releasing it under rich
conditions;~iv! heat losses to the surroundings; and~v! heat con-
duction along the catalytic converter.

The nonuniform flow distribution at the monolith’s face is ne-
glected to simplify the mathematical model and for computational
expediency. This simplification results in a one-dimensional
model. The governing conservation equations, which are similar
to those of Montreuil et al.@13# and Kuo et al.@21#, are listed
below:

The gas phase energy equation:

rgcPgS «
]Tg

]t
1vg

]Tg

]z D52hgGa~Tg2Ts! (1)

The gas phase species equations:

S «
]Cg

j

]t
1vg

]Cg
j

]z D 52km
j Ga~Cg

j 2Cs
j ! (2)

where the superscriptj varies from 1 to 7 representing, respec-
tively, the following gas species: CO, NO, NH3 , O2 , C3H6 , H2 ,
and C3H8 . The effect of homogeneous reactions in gas phase is
very small and is, therefore, neglected.

The surface energy equation:
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The surface species equations:
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where superscriptj varies from 1 to 7, representing the surface
species in the same order as the gas species. The heat and mass
transfer coefficients (hg and km

j ) in the above equations are cal-
culated from the conventional correlations of Nusselt and Sher-
wood numbers~@13#!. The conservation equation for the surface
oxygen storage mechanism can be represented by Eq.~4! exclud-
ing the convective mass transport term.

Reaction Scheme
The heterogeneous surface reactions, which occur in the sub-

strate of the catalyst, have been documented in several references.
Kuo et al.@21# set up a model of CO and HC oxidation within a
catalyst as part of the IIEC program. Pattas et al.@14# showed that
a simplified reaction scheme may be used to simulate the catalyst
behavior with a reasonable accuracy. Their mechanism consisted
of a five-step reaction scheme comprising CO, H2 , and HC oxi-
dation, and NO reduction by CO. Another kinetic mechanism by
Otto and LeGray@11# was modified by Otto@22# to include a
more elaborate NOx chemistry mechanism and the formation of
ammonia and its effects on NO oxidation under fuel-rich condi-
tions. This mechanism was later further modified by Montreuil
et al.@13# and Li et al.@23#. This general group of chemical reac-
tions, which represents the so far most inclusive reaction scheme
~@24#!, is used in the present study in order to simulate the kinetic
processes in the catalytic converters. This mechanism, listed be-
low, consists of 13 independent forward pathways for oxidation of
CO, H2 , C3H6 , C3H8 , and NH3 with O2 and NO as oxidizing
agents, and their corresponding rich and lean kinetic rate expres-
sions. The effect of sulfur on the catalyst is not included in this
mechanism.

CO1
1

2
O2→CO2 (R-1)

CHa1M1•O2→CO21
a

2
•H2O ~HCF) (R-2)

CHa1M2•O2→CO1
a

2
•H2O ~HCF) (R-3)

Fig. 1 Schematic of a catalytic converter
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H21
1

2
O2→H2O (R-4)

NH31
3

4
O2→1.5H2O1

1

2
N2 (R-5)

CO1NO→CO21
1

2
N2 (R-6)

2.5CO1NO11.5H2O→NH312.5CO21
1

2
N2 (R-7)

H21NO→H2O1
1

2
N2 (R-8)

2.5H21NO→NH31H2O (R-9)

CHa1M1•O2→CO21
a

2
•H2O ~HCS) (R-10)

1

2M2
CHa1NO→ 1

2M2
CO1

a

4M2
H2O1

1

2
N2 ~HCF)

(R-11)

CHa1M3•NO→CO21
a

2
•H2O1

M3

2
•N2 ~HCF) (R-12)

2.5

2M2
CHa1NO1

~32a!

4M2
H2O→NH31

2.5

2M2
CO ~HCF)

(R-13)

where a5hydrogen-to-carbon ratio; HCF5fast burning HC;
HCS5slow burning HC; andM15@11a/4#; M25@1/21a/4#;
M35@21a/2#. In the present study, propylene and propane
represent the fast and slow burning hydrocarbons, respectively.
The corresponding reaction rate expressions are listed in the Ap-
pendix. For different catalyst formulations, the coefficients in the
reaction rate expressions are different. They also vary with aging
of catalytic converters. The present study uses the kinetic rate
constants for an early palladium-based catalyst. The correspond-
ing coefficients were taken from Montreuil et al.@13# wherein
they were appropriately adjusted using experimental flow reactor
measurements.

Oxygen Storage Mechanism
A typical closed-loop control fuel supply system causes the

A/F to fluctuate rapidly about the stoichoimetrically balanced
composition with a frequency of nearly 1 Hz. The conversion
efficiency of a three-way catalytic converter can be improved by
storing the extra oxygen under fuel lean conditions and releasing
it under rich conditions~@25#!. The released oxygen may partici-
pate in the reactions with the reducing agents, thereby increasing
the conversion of CO and HC in a rich exhaust-gas environment
~@22–25#!. Such an oxygen storage capacity~OSC! is developed
in the modern catalyst by coating its substrate with a wash-coat
material containing ceria. The OSC is recognized as an important
mechanism affecting catalyst behavior during vehicle acceleration
and deceleration.

In addition to the pathways, which specify the kinetics over the
noble metal sites, an additional kinetic mechanism is required to
represent the OSC. In the present study, the OSC is simulated by
designating two kinds of sites that can be oxidized and reduced
through a nine-step site reaction mechanism~@22#!. The metal
reduction site on the surface is defined as^s& and the oxidized site
is defined aŝos&. This oxygen storage mechanism of Otto@22#,
listed below, is used in the present study.

^S&1
1

2
O2→^OS& site oxidation ~OSC-1)

^OS&1CO→^S&1CO2 site reduction by CO~OSC-2)

H2O1CO→H21CO2 water-gas shift~OSC-3)

^OS&1H2→^S&1H2O site reduction by H2 ~OSC-4)

CHa1H2O→CO1S11
a

2
D•H2 steam reforming~OSC-5)

3

2
CHa1^OS&→^S&1

1

2
C1CO1S3

4
aDH2

reduction by HC~OSC-6)

C1O2→CO2 coke burnoff ~OSC-7)

^S&1NO→^OS&1
1

2
N2 NO storage~OSC-8)

^OS&1
2

5
NH3→^S&1

2

5
NO1

3

5
H2O

NH3 site reduction~OSC-9)

wherea is hydrogen-to-carbon ratio of the hydrocarbon.
Each reaction has two rate expressions, one being the fast site

rate expression and the other the slow site rate expression with
each being associated with the detailed materials in the catalyst
washcoat. The total sites are conserved for both fast site and slow
site. Therefore,

Stotal,f5^S& f1^OS& f (5)

Stotal,s5^S&s1^OS&s . (6)

The rates of the transient reactions are of the form

Rtransient5
~OXSW!•CTR•e2E/RTs

•P i 51
Nspecie~Xs

i !ex~ i !

11(n51
NspecieKn•Xs

n (7)

where OXSW is an oxidation switch and equals 1 if redox ratio
,1, and 0 if redox ratio.1. The redox ratio is defined as

Redox Ratio5

@CO#1@H2#16•S11
a

4
D@HC#

@NO#12•@O2]
. (8)

The corresponding coefficients for calculating the transient reac-
tion rates are based on experimental data~@23#!.

Solution Procedure
The governing equations were discretized by using a nonuni-

form grid and employing the control volume approach and the
central implicit difference scheme in the spatial direction. Since
the gradients of all properties are greater near the catalyst inlet,
smaller grid spacing was used near the inlet and larger spacing
near the exit. A standard tridiagonal matrix algorithm with a suc-
cessive line under relaxation method was used in the present study
to solve the finite difference equations.

The inlet boundary conditions for the gas phase energy and
species equations are of the first-kind Dirchlet type. These are
determined either by experiment or through prior computation us-
ing models that calculate the exhaust properties from an engine
operating under transient conditions. These data include gas tem-
perature, mole concentrations of CO, NO, NH3 , O2 , C3H6 , H2 ,
and C3H8 , and total flow rate. In the present study, the available
measured data are gas temperature, mole fractions of CO, un-
burned HC, NO, air-fuel ratio of the fresh mixture, and volume
flow rate of the gases. During reactor experiments to determine
kinetic rates, all hydrocarbon species are lumped into three gen-
eral categories: fast burning, slow burning, and inert; and are char-
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acterized by propylene, propane, and methane, respectively. The
ratios of these three species’ concentrations are determined experi-
mentally and are specified in the model from total unburned hy-
drocarbons and correlation of these ratios versus air-fuel ratio of
the fresh charge into the engine. The amount of ammonia gas in
the engine exhaust gases is assumed to be zero. Mole fraction of
hydrogen is assumed to be one third of CO mole fraction for a
gasoline-fueled vehicle~@24#!. This ratio must be adjusted using
experimental values for fuels of different hydrogen-to-carbon and
oxygen-to-carbon ratios. Mole fraction of oxygen is calculated
based on the values of fractions of CO, NO, HC, H2 , and air-fuel
ratio of the engine fresh charge. Surface species equations do not
need boundary conditions, and initial conditions are enough to
solve the equations. The surface energy equation has second-kind
Neumann boundary conditions.

The spatial node size for this study ranged from 0.1693 mm to
19.32 mm. The grid sensitivity was tested by checking if the re-
sults remain the same when a finer grid~half of the original grid
spacing! was used. A time step of 0.01 second was employed for
the transient calculation. The sensitivity of temporal step size was
also tested extensively. Figure 2 shows the effect of time step on
catalyst substrate temperature and CO emission during the first
100 seconds of the U.S. federal test procedure~FTP!. The figure
shows that as the time step is decreased from 1022 second to 1025

second, the results remain nearly the same. This figure clearly
shows the suitability of the selected time step.

Results and Discussion
The numerical model was assessed using experimental mea-

surements under both steady and transient conditions. The model’s
predictions under steady-state conditions were compared with the
experimental measurements of Montreuil et al.@13#. For this case,
all transient terms in the governing equations were set to be zero.
The geometry of the catalytic converter and the feed gas condi-
tions used in this case are listed in Tables 1 and 2, respectively.

Figure 3 shows the comparison of the converter pollutant con-
version efficiencies as determined by the model and experimental
measurements. The conversion efficiencies are plotted as a func-
tion of redox ratio. The figure depicts that the numerical model
results are in good agreement with the experimental measure-
ments at the typical engine air-fuel ratio regions. NO conversion
efficiency is particularly well predicted by the model over a wide

redox ratio range. However, when the redox ratio increases, i.e., in
rich mixture zone, the discrepancies in the predictions of CO and
HC increase. One reason for such a disagreement is the inaccu-
racy in chemical kinetic data, which are obtained for conditions
close to redox ratio of unity. Nonetheless, the model validation in
a high redox ratio region is not a matter of much concern since,
for a practical engine, the operating conditions are always in the
vicinity of stoichiometric air-fuel ratio~redox ratio is unity!,
where the model predictions are acceptable. Hence, it can be con-
cluded that the present model well predicts the performance of
catalytic converters under steady-state conditions.

The model’s performance under transient conditions was as-
sessed by using experimental measurements across the front cata-
lyst brick from a 4.6L 2V Lincoln Towncar as it was driven during
the FTP cycle. The geometry of the converter used is listed in the
second column of Table 1. It was a palladium-based catalyst, with
a length of 8 cm, cross-sectional area of 86.0254 cm2, cell density
of 62 cells/cm2, and wall thickness of 0.1905 mm. The measured

Fig. 2 Effect of time step on transient CO emission and sub-
strate temperature

Table 1 Dimensions of catalytic converters

Table 2 Feed gas data of a steady-state condition for the
model validation „*space velocity is the ratio of gas volumetric
velocity to catalyst converter volume …

Fig. 3 Comparison of model prediction and experimental mea-
surements at steady-state conditions
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data included the mass flow rates of CO, HC, NOx and the total
gases at both inlet and outlet of the catalytic converter. The air-
fuel ratio of engine’s fresh charge was calculated based on the
measured air flow and fuel supply rates. The ambient temperature
during the experiment was 297 K. The measurements were made
at an interval of one second; therefore, there were 1372 measured
data for FTP-72.

Figure 4~a! shows the comparison of instantaneous HC emis-
sions as determined by the model and experimental measurements
during the first 100 seconds of the FTP. In order to understand the
impact of the oxygen storage, the model results without the oxy-
gen storage capacity are also displayed in the figure. As expected
from prior experiments and calculations, the results show rela-
tively large differences between the model predictions and the
experimental measurements if the oxygen storage mechanism is
not considered. The HC profile has spikes when the air-fuel ratio
in the feed gas is near or below the stoichiometric values~Fig.
4~b! shows the air-fuel ratio in the feed gas versus time!. This
problem has been reported in literature. Moore and Mondt@3#
found that their model, due to the absence of the oxygen storage
mechanism, is more sensitive than real catalyst to the air-fuel ratio
variations. The figure shows that the model results are substan-
tially improved by including the oxygen storage mechanism.
Hence, as has been shown previously experimentally and analyti-
cally, the oxygen storage mechanism plays an important role in
the hydrocarbon oxidation during the transient operating condi-
tions. Figure 4~c! shows the comparison of cumulative hydrocar-
bon emissions as determined by the model and experimental mea-
surements. The results show good agreement as the difference
between the computational results including oxygen storage
mechanism and the experimental measurements are within 0.3
percent during this 100 second period.

Figures 5 and 6 show instantaneous and cumulative CO and NO
emissions during the first 100 seconds of the FTP. The results
show that the model underestimates the CO and NO emissions

during the initial phase of the legislated cycle. Even though the
model accuracy is not as good as in the case of HC prediction, the
difference between the numerical predictions and the experimental
measurements is within the variability caused by the dynamic
measurement ofA/F ratio, which strongly influences modeling
results~@26#!. The influence of the oxygen storage mechanism on
CO and NO conversions has been found to be less significant than

Fig. 4 Comparison of hydrocarbon „HC… emissions between
model predictions and experimental measurements during the
first 100 seconds of the federal test procedure „FTP… „a… instan-
taneous hydrocarbon „HC… emissions; „b… measured air-fuel ra-
tio versus time; „c… cumulative hydrocarbon „HC… emissions

Fig. 5 Comparison of CO emission between model predic-
tions and experimental measurements during the first 100 sec-
onds of the federal test procedure „FTP…

Fig. 6 Comparison of NO emission between model predic-
tions and experimental measurements during the first 100 sec-
onds of the federal test procedure „FTP…
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its effect on HC using the kinetic rates for these early catalysts.
Figures 5~b! and 6~b! show that the numerical model is also able
to predict the instantaneous performance of the catalyst with a
reasonable accuracy. Most of the emission peaks during the initial
period of the FTP test cycle are accurately simulated by the nu-
merical model.

For the total FTP test cycle, comparison of pollutant conversion
efficiencies as determined by the model and experimental mea-
surements is shown in Table 3. The table clearly shows the ad-
equacy of the numerical model in simulating the performance of
three-way catalytic converter. There is a difference of less than
five percent between the conversion efficiencies predicted by the
numerical model and those determined experimentally. These re-
sults were computed on a desktop computer~Pentium 233! and
the whole FTP simulation was performed in about 15 minutes.

The generalization of the numerical model and the chemical
kinetics were also tested by assessing the model performance for a
different catalytic converter and during a different legislated
cycle—the European test cycle plus extra urban driving cycle
~ECE 151EUDC!. The geometry of the converter used in this
analysis is listed in the third column of Table 1. It was a
palladium-based catalyst, with a length of 14.99 cm, cross-
sectional area of 50.26 cm2, cell density of 72.85 cells/cm2, and
wall thickness of 0.1905 mm. Figure 7 shows the comparisons of
HC emissions as determined by the model and experimental mea-
surements during the first 100 seconds of the FTP and ECE15
1EUDC test cycles. The model results in both cases are in good
agreement with experimental measurements, except that the phase
of the first predicted HC peak in the ECE151EUDC delays about
four seconds. This may be due to the inaccuracy of the measure-
ment. Good agreements were also found between the model pre-

dictions and experimental measurements for instantaneous and ac-
cumulated CO and NO emissions. These results attest the validity
and robustness of the present model for analyzing the converter
performance under different driving conditions.

Conclusions

• A numerical simulation code for predicting the catalytic con-
verter performance has been developed. This code includes the
transient terms in the governing equations so that it can be used to
predict the catalytic converter performance during transient oper-
ating conditions such as U.S. federal test procedure~FTP! and
European regulated driving cycles.

• The computational results show good agreement with the ex-
perimental measurements at both steady-state and transient oper-
ating conditions. The model predicts the pollutant conversion ef-
ficiencies within five percent of the experimental measurements
for the FTP.

• The numerical model includes the oxygen storage mechanism
of the substrate. This mechanism improves the catalyst conversion
efficiencies during rich operating conditions. The results show a
greater influence of oxygen storage mechanism on HC than on CO
and NOx due to the great sensitivity of CO and NOx to A/F ratio
modulation~@26#!.

• The code has been found to be robust and can simulate the
catalyst performance during various operating conditions. In ad-
dition, this code possesses a high computation speed. It takes
about 15 minutes on a Pentium 233 PC to simulate the perfor-
mance of a catalytic converter during the FTP.
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Nomenclature

Cg
j 5 gas phase concentration of speciesj, mol/m3

Cs
j 5 surface concentration of speciesj, mol/m3

cpg 5 specific heat of gas, J/kg•K
cps 5 specific heat of substrate, J/kg•K

CTR 5 empirical constant for oxygen storage reaction rates
EA,E 5 activation energy, Pa-m3/g-mol

ex 5 empirical constant for reaction rates
Ga 5 geometric surface area, m2/m3

DHk 5 heat of reaction of speciesk, J/mol
hg 5 heat transfer coefficient between flow and substrate,

J/m2
•s•K

h` 5 heat transfer coefficient between substrate and atmo-
sphere, J/m2•s•K

K 5 empirical constant for oxygen storage reaction rates
km

j 5 mass transfer coefficient for speciesj, m/s
Rk 5 reaction rate ofkth reaction, mol/m2•s

Sext 5 external surface to volume area ratio, m2/m3

t 5 time, s
T` 5 ambient temperature, K
Tg 5 gas temperature, K
Ts 5 substrate temperature, K
vg 5 gas flow velocity, m/s
Xs

i 5 mole fraction of speciesi in substrate
z 5 coordinate along catalyst axis, m
a 5 hydrogen-to-carbon ratio in the fuel
« 5 void volume fraction~value ranging from zero~for

no void! to one!
ls 5 thermal conductivity of substrate, J/m•s•K
rg 5 gas density, kg/m3

rs 5 substrate density, kg/m3

Table 3 Comparison of total conversion efficiencies between
model predictions and experimental measurements during the
federal test procedure „FTP… test

Fig. 7 HC emissions versus time during the federal test pro-
cedure „FTP… and European test cycles
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Appendix
The chemical reaction rate expressions for the reaction scheme

are as following. The values of different coefficients used in these
expressions are listed elsewhere~@13#!.

RATE ~1!5
C1e2EA~1!/RTsXCOXO2

ex~1!

@~11C4XCO!2~11C5XC3H6
!#

(9)

RATE ~2!5@C2e2EA~6!/RTs1~12b1!C3e2EA~3!/RTs#

•

3XC3H6
XO2

ex~2!~11C31XC3H6
XCO!

~11C35XC3H6
!2~11C32e

2EA~7!/RTsXCO!

(10)

RATE ~3!5b1•@C3e2EA~3!/RTs#

•

3XC3H6
XO2

ex~2!~11C31XC3H6
XCO!

~11C35XC3H6
!2~11C32e

2EA~7!/RTsXCO!

(11)

RATE ~4!5
C6e2EA~4!/RTsXH2OXO2

@~11C47XH2
!2~11C4XCO!2~11C5XC3H6

!

(12)

RATE ~5!5
C46XNH3

ex~4!

~11C47XH2
1C48XCO1C49XC3H6

!2 (13)

RATE ~6L !5
~12b1!C15XCOe2EA~2!/RTsXNO

ex~10!

@~11C16XO2
!ex~11!~11C50XCO!2#

(14)

RATE ~6R!5
b1•C11e

2EA~5!/RTsXCOXNO
ex~5!~11C12XO2

!ex~6!

@F11F21F322#2

F15~11CMILL •XCO!ex~7!

(15)
F25~11C14XH2

!ex~8!

F35~11C34e
EA~10!/RTsXC3H6

!ex~23!

RATE ~7!5
b1•C17XCOXNO

ex~13!~11CMILL •XO2
)ex~14!

F4•F5•F6

F45@11C19uTS2C20uex~12!#
(16)

F55@11C13XCO1C33XH2
#

F65@11C30XC3H6
#

RATE ~8L !5
~12b2!C22XH2

ex~16!XNO
ex~15!

~11C44XO2
!2 (17)

RATE ~8R!5
C21XH2

XNO
ex~9!~11C23XO2

!2
•b2

@F71F81F922#2

F75~11C8XCO!ex~7!

(18)
F85~11C9XH2

!ex~8!

F95~11C34e
EA~10!/RTsXC3H6

!ex~23!

RATE ~9L !5~11b2•CMILL •XO2
!ex~18!

•RATE~9R! (19)

RATE ~9R!5
C25XH2

XNO
ex~17!

F10•F11•F12

F105@11C27uTS2C28uex~26!# (20)

F115@11C24XCO1C18XH2
#

F125@11C26e
EA~11!/RTsXC3H6

#

RATE ~10!5
3C10e

2EA~8!/RTsXO2
XC3H8

ex~26!

~11C51XO2
!ex~27! (21)

RATE ~11!5
b1•6C38XC3H6

XNO
ex~24!~11C37XO2

!ex~3!

~11C39XCO!@F11F21F322#2 (22)

RATE ~12!5~12b1!9C42e
2EA~9!/RTsXNO

ex~22!XC3H
ex~25! (23)

RATE ~13!5
b1•2.4C38XNO

ex~20!XC3H6
~11CMILL •XO2

)ex~21!

@F13•F14•F15#

F135@11C40uTS2C41uex~19!#
(24)

F145@11C29XC3H6
#2

F155@11C43XCO1C45XH2
#

whereb1 andb2 are rich-to-lean blending functions;

0<b1<1 and 0<b2<1

b152500R110.5

b252500R210.5

if b,0, b50

if b.0, b51.

Here,

R15XCO19XC3H6
11.5XNH3

2XNO22XO2
2Rflip

R25XCO19XC3H6
11.5XNH3

2XNO22XO2
2Hflip1XH2

R indicates rich-side~Redox.1! rate, andL indicates lean-side
~Redox,1! rate.
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Triple Cycle: A Conceptual
Arrangement of Multiple Cycle
Toward Optimal Energy
Conversion
The purpose of this study is to find a maximum work output from various combinations of
thermodynamic cycles from a viewpoint of the cycle systems. Three systems were dis-
cussed in this study: a fundamental combined cycle and two other cycles evolved from the
fundamental dual combined cycle: series-type and parallel-type triple cycles. In each
system, parametric studies were carried out in order to find optimal configurations of the
cycle combinations based on the influences of tested parameters on the systems. The study
shows that the series-type triple cycle exhibits no significant difference as compared with
the combined cycle. On the other hand, the efficiency of the parallel-type triple cycle can
be raised, especially in the application of recovering low-enthalpy-content waste heat.
Therefore, by properly combining with a steam Rankine cycle, the organic Rankine cycle
is expected to efficiently utilize residual yet available energy to an optimal extent. The
present study has pointed out a conceptual design in multiple-cycle energy conversion
systems. @DOI: 10.1115/1.1423639#

Introduction
As living standards soar, demand on energy also escalates to an

unprecedented level. However, the developments of energy re-
sources have been hampered by public concerns on environment
protection and living quality that resulted in a global-wise short-
age of current utility capacity. Accordingly, other than the devel-
opment of reusable energy sources, recovery of waste heat and
integration of energy systems have become urgent issues in an
attempt to yield an optimal utilization of the limited energy
resources.

Hung et al.@1# and Marciniak@2# have analyzed the organic
Rankine cycle~ORC! system performances and their parametric
impacts using several organic fluids such as benzene, toluene,
CFC-containing refrigerants, and some newly developed substi-
tutes for refrigerants. They have set some criteria in terms of
selecting the working fluids based on the temperatures of the
waste heat to be recovered. Schulitz@3# analyzed waste heat
~200–500°C! recovery from the exhaust of an internal combustion
engine in conjunction with an ORC as the bottoming cycle. He
also found an optimal operation range for each working fluid.

There is a wide range of the heat sources, which can be applied
to the ORC systems such as waste heat from the condenser of a
conventional fossil or a nuclear power plant, waste heat from
industrial process, solar radiation, and geothermal energy~@4,5#!.
Chaudoir et al.@6# have designed a medium temperature ORC
system with a capacity of 37.5 kW using solar energy as the
energy source and toluene as the working fluid. Manco and
Nervegna@7# analyzed thermodynamic behavior of the ORC sys-
tems with the aid of computer simulations. They deduced some
schemes for selecting appropriate working fluids in the application
of heat recovery of an ORC system.

Lee et al.@8# studied the efficiencies of an ideal Rankine cycle
using several working fluids. In their work, the fluid thermophysi-
cal properties were calculated by using the Iwai-Margerum-Lu
equation of state. Their results indicated that the thermal capacity

of the system directly relates to the boiling temperature under
atmospheric pressure, critical pressure, and molecular weight of
the fluid. Furthermore, they also found that among the fluids stud-
ied, refrigerant R-123 turned out to be the best choice for the
working fluid based on both environmental concerns and system
efficiencies. This is also the reason why R-123 was used as the
working fluid of the ORC system in this study.

Habib @9# reviewed various studies and concluded that cogen-
eration plants in general exhibit a 25 percent higher thermal effi-
ciency and a 38 percent lower irreversibility than conventional
power plants. Lucia et al.@10# have performed experimental op-
erations and tests. They found that, as the inlet temperature of the
compressor drops, the system efficiency and the total economic
benefit could be effectively raised because of lower power re-
quirements by the compressor.

Woodward@11# studied the recovery of waste heat using the
Brayton cycle and the Rankine cycle as alternatives to the diesel
cycle. By referring to the actual conditions under operation, he
derived an analytical model in his study. Briesch et al.@12#, in a
joint Advanced Turbine System~ATS! project sponsored by West-
inghouse and the U.S. Department of Energy with an objective of
raising the efficiency of combined cycle power systems from 54
percent to 60 percent before year 2000, proposed some improve-
ments, including raising the inlet temperature of gas turbines, de-
velopment of new techniques for cooling turbine blades, and some
schemes for raising the efficiencies of topping cycles and bottom-
ing cycles. However, in an attempt to raise the efficiency to
60 percent with their proposed modifications and schemes, it
would require an investment that can easily exceed one billion
U.S. dollars.

A detailed thermodynamic analysis of the combined power
cycle without supplementary firing was given in Horlock@13#.
Minimizing the exergy loss due to the temperature difference in
the heat recovery steam generator~HRSG! has been a dominant
role to increase the overall efficiency of a combined cycle. Ther-
modynamic calculations illustrated that the gains in overall effi-
ciency are not large by the employment of double and even triple
pressure steam increases. Tomlinson et al.@14# pointed out that
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while an increase of nearly four percent comes from single to dual
pressure steam increase, the incremental improvement in effi-
ciency in moving from dual pressure to triple pressure is only
about one percent.

In the study of Marston and Hyre@15# for a gas turbine com-
bined cycle power plant, they have compared a triple-pressure
steam cycle with both single-stage and three-stage Kalina cycles
as the bottoming sections. They found that both Kalina cycles
were more efficient than the triple pressure steam cycle. Optimi-
zation of the three-stage Kalina cycle resulted in only a two per-
cent improvement.

The ultimate purpose of this study is to find an optimal combi-
nation of the bottoming cycle~s! in order to fully utilize the waste
heat of the Brayton cycle. Our approach is to use an ORC in
conjunction with a combined cycle to form a triple-cycle model in
order to transport heat and reuse the energy. Furthermore, two
more models are analyzed based on the heating values of waste
heat of the Brayton cycle, i.e., the combined cycle with a steam
Rankine cycle for recovery of high-temperature waste heat and an
ORC to recover low-temperature waste heat. Both are in a three-
cycle-in-parallel model. Based on these models, the efficiencies of
the multicycle systems were evaluated.

Models and Concepts for Analysis
Due to different thermophysical properties, each fluid has an

operational range for its highest performance. For instance, some
fluids can be used as working fluids without superheating; dry
fluids are suitable for higher working temperatures; and isentropic
fluids have better performance at lower temperatures, in which dry
fluids and isentropic fluids represent the positive slope and nearly
vertical saturated-vapor curves on the T-S diagram, respectively.
Therefore, system efficiency presumably can be raised by appro-
priately selecting working fluids in various multiple subcycle
systems.

A schematic diagram with multiple bottoming cycles is shown
in Fig. 1. The total waste heat of the topping cycle,QL , is ex-
hausted to the bottoming cycle in a series of stages with a quantity
of dQL exhausted in each waste heat temperature range. Mean-
while, waste heat is recovered in each subcycle to generate work,
as expressed by the following equations:

dQL5E dqL1E dw (1)

QL5Q2Wtop5E dQL5E E dqL1E E dw. (2)

In the topping cycle and each subcycle of the bottoming cycle,
an appropriate operations model associated with each working
fluid can be analyzed and selected to yield optimal performance.
Thermophysical properties of each fluid, which are crucial to sys-
tem performance, can be expressed by a mathematical model

j5 f ~j1 ,j2! (3)

in which j1 and j2 are two arbitrary intensive thermodynamic
properties.

Accordingly, the system efficiency,h, and the irreversibility,İ ,
are functions of the following factors:

h5 f ~j i j ! and İ 5 f ~j i j ,Tk! (4)

where j i j denotes the property function of the fluid in any
subcycle of the multicycle system;Tk denotes the environmental
temperature.

System optimization means that the maximum efficiency and
minimum irreversibility have been reached when

]h

]l
50 and

] İ

]l
50 (5)

wherel is any variable parameter in the system.
In this study, efforts were focused on model development and

analysis for two or three-cycle combinations. For two-cycle sys-
tems, for instance, Brayton and Rankine cycles are combined to
form a so-called combined cycle based on the principle of heat
exchange between cycles. The first type of the three-cycle system
is a series type cycle as shown in Fig. 2. The steam Rankine cycle,
which absorbs the waste heat of the Brayton cycle as the heat
source, generates power and also exhausts part of its low-
temperature thermal energy to an ORC to further generate power.
On the other hand, a steam Rankine cycle and an ORC can be
connected in parallel so that each cycle will absorb the waste heat
that is most suitable for its own operation. It means that the steam
Rankine cycle absorbs the waste heat of a higher temperature
from the Brayton cycle while the ORC absorbs the waste heat of
a lower temperature as shown in Fig. 3. These two fundamental
combination types can be expanded to any multiple cycles with
various configurations, depending on their applicability.

Results and Discussion
The simple reversible subcycles are employed in the following

parametric analyses and only major parameters were selected.
Certainly, efficiency could be improved by modifying the pro-
cesses such as intercooling to the gas turbine, dual-pressure design
in the boiler of the steam Rankine cycle, reheating, etc. These
discussions will be left for future study.

A triple cycle is the original concept of multiple-cycle energy
conversion. Limited, but crucial parameters, are selected in the
following analyses. The framework of this study was based on a
combined cycle configuration and, furthermore, was extended to
multicycle systems including organic Rankine cycles. The corre-
sponding reference states and values used are listed in Table 1. In
a series-typed cycle, the working fluid tested for ORC was refrig-
erant R-12. Other working fluids, NH3, C6H6, and refrigerant
R-123, were evaluated in an ORC parallel-type cycle.

Combined Cycle. Before analyzing the triple cycle, the
combined-cycle~Brayton and steam Rankine cycles! behaviors
with sample parameters are discussed a priori.

As the compression ratio,Rp (P2 /P1), increases under a fixed
turbine inlet temperature, the compressor exit temperature will
increase, which reduces fuel consumption. In the meantime, the

Fig. 1 The conceptual arrangement for the energy conversion
system with multiple cycles
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turbine exit temperature of the Brayton cycle will drop as more
work is generated. Both effects result in an increase of the effi-
ciency of the Brayton cycle. Based on the pressure range chosen
for the boiler, asRpdecreases, the difference between gas turbine
exit temperature and steam turbine inlet temperature drops accord-
ingly. The effects of the compression ratio on the efficiencies of
the Brayton, steam Rankine, and combined cycles are shown in
Fig. 4. It can be seen that, in spite of a favorable increase in
efficiency in the Brayton cycle, the efficiency of the combined
cycle increases only slightly asRp increases. The efficiency of the
steam Rankine cycle drops asRp increases due to a reduction in
the gas turbine exhaust temperature, which results in a lower
steam turbine inlet temperature. The result shows a trend similar
to that reported by Briesch et al.@12#. Therefore, it is not an
effective measure to raise the efficiency of the combined cycle by
raisingRp.

The effects of pump inlet~i.e., condenser! temperature,T5 , on
efficiency are shown in Fig. 5, and the effects of increasing pump
pressure are shown in Fig. 6. The efficiency of the Brayton cycle
remains the same for both these operating changes; therefore the
effects on combined cycle efficiency are only these effects on the
steam cycle. Increasing the condensation temperature lowers the
overall efficiency, while increasing the pump pressure causes a
slight increase in overall efficiency. Of course, a lower ambient
temperature would yield a greater overall efficiency.

Series-Type Triple Cycle. Basically a series-type triple cycle
is a straight forward extension derived from the combined cycle.
When compared to a dual-cycle combined system, however, the
resulting steam expansion ratio is reduced, which reduces the
availability. The temperature difference between steam and or-
ganic Rankine cycles enlarges the irreversibility and could result
in lower power generation from the ORC. However, selection of
an appropriate fluid, corresponding to the condensation tempera-
ture of the steam cycle, might compensate for this loss and create
an overall greater efficiency. This is the main motivation for
this series-triple-cycle study; however, to date only refrigerant
R-12 has been the only working fluid analyzed in the present
investigation.

As previously discussed, the efficiency of the steam Rankine
cycle drops as the compression ratio,Rp, increases as a result of a
decrease in the amount of waste heat available, as noted in Fig. 7.
Also included in Fig. 7 are the corresponding Brayton cycle, ORC
cycle, and series-type triple cycle efficiencies. Accordingly, in a
triple cycle, an ORC serves as the third stage of power generation.
The efficiency of the ORC also drops when the waste heat ex-
hausted from the upstream steam Rankine cycle is reduced, as
shown in Fig. 7.

When DTpp2 ~see Fig. 3! remains unchanged, an increase of
condensation temperature of the steam cycle,T5 , will cause a
higher inlet turbine temperature to the ORC. From the T-S dia-

Fig. 2 Components and T-S process diagram for an ideal series-type triple cycle
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gram, it is found that the effective heat-to-work conversion area is
decreased for the steam cycle but increased for the ORC. This
increase of ORC efficiency is not significant enough to compen-
sate for the decrease of efficiency in the steam cycle. The reason
could be the use of fluid R-12. Based on the results of Hung et al.
@1#, R-12 is not a good candidate for this range of operational
temperatures. The efficiencies are shown in Fig. 8. A further ap-
propriate selection of working fluids for the ORC to absorb the
heat from the condensing process of the steam Rankine cycle is
possible in order to obtain better performance in thermal to power
conversion.

Parallel-Type Triple Cycles. The parallel-type triple cycle
proposed in this study is shown in Fig. 3, in which a Brayton
cycle represents the topping cycle while a steam Rankine cycle
and an ORC represent the bottoming cycle. As the temperature

difference between the topping cycle and the bottoming cycle in-
creases, available energy is utilized less and the irreversibility, i.e.,
the difference of work obtained from a practical~irreversible! pro-
cess and an ideal~reversible! process, increases. However, in or-
der to have an operation temperature of the bottoming cycle as
close to the ambient temperature as possible, the inefficiently used
energy~as indicated as the shaded area in Fig. 3! would increase
and would result in a reduction of the overall efficiency. The pur-
pose of this study is to raise the utilization of the waste heat

Fig. 3 Components and T-S diagram for an ideal parallel-type triple cycle

Table 1 Reference condition for the states of triple cycles

Parameters
and States Rp T3 „K … T5 „K … P6 „MPa… T9 „K … DTpp1

Series type 5 1300 353 10 293 10
Parallel type 15 1200 313 1.5 -- --

common baseline conditions:P150.1 MPa; T15300 K; T4c5423 K; DTpp1
515 K; power output of Brayton cycle510 MW

Fig. 4 Effect of compression ratio on the efficiency in the
combined cycle
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exhausted from the Brayton cycle by adding two or more cycles
using appropriate working fluids according to their optimal opera-
tion temperatures in order to reduce the temperature difference
between the topping and the bottoming cycles, and consequently,
increase the overall efficiency.

As discussed previously, the series-type triple cycle using re-
frigerant R-12 as the working fluid in an ORC does not give a
satisfactory performance. Thus, comparisons of the performance
of the parallel-type triple cycles using other working fluids, i.e.,
C6H6, NH3, and R-123, are discussed in this section.

The efficiency of an ORC using R-123 as a function of ORC
turbine inlet pressure at a constantT4b is shown in Fig. 9. The
exhausted waste heat from the gas turbine with temperature
greater thanT4b is transferred to the steam cycle or to the ORC. In
order to have a proper flow rate to avoid adverse effects, e.g., a
flow rate that is high enough to cause a turbine inlet temperature
to drop into the saturation region or a flow rate that is too low to
cause an ORC turbine inlet temperature to be higher thanT4b , the
ranges of the ORC turbine inlet pressure have been properly ad-
justed according to the values of pinch point. For a fixed value of

pinch point, the efficiency of the ORC increases as the ORC tur-
bine inlet pressure increases as a result of not only a rise in flow
rate but also an increase of the total enthalpy received from the
fluid. For different values of the pinch point, the effect of turbine
inlet pressure on flow rate is insignificant. A lower value of pinch
point would receive a higher quality of heat from the fluid and,
thus a lower value of pinch point yields a higher efficiency. There-
fore, under a fixedT4b , an optimal efficiency can be achieved by
properly adjusting operation ranges of turbine inlet pressure and
pinch point.

The effects ofT4b and pinch point on the efficiency of the ORC
~using C6H6) as a function of turbine inlet pressure are shown in
Fig. 10. It can be clearly seen that by increasingT4b , i.e., an
increase in the mean temperature of waste heat for the ORC,
which efficiency increases accordingly. The effects of pinch point
are also shown in Fig. 10 in which each fixed value of pinch point
has its own operation range of the turbine inlet pressure. Each

Fig. 6 Variation of efficiency with the steam turbine inlet pres-
sure in the combined cycle

Fig. 7 Effect of compression ratio on the efficiency in series-
type triple cycle

Fig. 5 Variation of efficiency with the condensation tempera-
ture of the steam cycle in the combined cycle

Fig. 8 Variation of efficiency with the condensation tempera-
ture of steam cycle in series-type triple cycle

Fig. 9 Variation of ORC efficiency corresponding to the tur-
bine inlet pressure of ORC with DTpp 2 as parameter when T4b
is fixed in parallel-type triple cycle „R-123…

Fig. 10 Variation of ORC efficiency corresponding to the tur-
bine inlet pressure of the ORC with both T4b and DTpp 2 as
parameters in parallel-type triple cycle „C6H6…
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fixed value of pinch point 2, Fig. 10, with C6H6 as working fluid,
shows the same trend as that of Fig. 9 using R-123 as the working
fluid.

The effects of working fluid on the efficiency of the ORC are
shown in Fig. 11 in which the turbine inlet pressures and the
values of pinch point have been adjusted to yield optimal efficien-
cies. It can be seen that NH3 has the best performance among all
fluids analyzed, and the efficiency increases asT4b increases.

As discussed previously, it can be seen that the parameterT4b ,
the heat source for an ORC, plays an important role in the
parallel-type triple cycle analysis. In this study, this parameter was
calculated using two different calculation schemes, and was then
adjusted in order to find an optimal performance for the parallel-
type triple cycles.

T4b as an Independent Variable.In this calculation scheme,
T4b is treated as an adjustable variable in order to vary the amount
of waste heat transferred to the steam Rankine cycle. Based on the
incoming heat source, the operation mode of the steam Rankine
cycle can efficiently be regulated to yield an optimal performance.
Furthermore, the effects of compression ratio and inlet tempera-
ture of the gas turbine were also studied as representative param-
eters in conjunction with the variation ofT4b in order to find an
optimal operation range.

Based on the conservation of energy in the heat recovery steam
generator~HRSG! and under a fixed value ofT4b , the operation
range ofP6 should be kept between 10 MPa and 19 MPa to avoid
steam turbine inlet temperature higher than the gas turbine exit
temperature, and a steam turbine exhaust with a high moisture
content. As shown in Fig. 12~a!, an increase inP6 initially drops
the efficiency of the steam Rankine cycle slightly but the effi-
ciency increases monotonically asP6 continues to increase. For
example, forDTpp1535 K, the flow rate of the steam Rankine
cycle increases while the enthalpy content at the turbine inlet
drops significantly whenP6 increases from 10 to 11 MPa. This
causes a slight drop in efficiency. AsP6 exceeds 11 MPa, the
enthalpy content at the turbine inlet changes only slightly while
the increase of the flow rate becomes significant~see Fig. 12~b!!,
and results in an increase in efficiency, also shown in Fig. 12~a!.
The increase in efficiency is most evident for a small value of
DTpp1 . This is due to the smaller shaded area between the topping
and the bottoming cycles as shown in the T-S diagram of Fig. 3.

Similar to combined-cycle system discussion previously, the
efficiency of the Brayton cycle would increase ifRp increases
under a constantT3 . Meanwhile, the steam Rankine cycle would
receive an exhaust heat with a lower temperature and a low total
energy content. Thus, it results in a lower efficiency of the steam
Rankine cycle. For the ORC, its efficiency will increase slightly as
a result of a lower flow rate, which yields a greater value of
specific enthalpy at the turbine inlet. Both effects result in a slight
increase of the ORC turbine work. From the system’s point of
view, under the condition of varyingRp only, the combined in-
crease of the efficiencies of the Brayton cycle and the ORC over-

powers the decrease of the efficiency of the steam Rankine cycle,
as shown in Fig. 13. The increase of efficiency can be further
amplified by using a higher value ofT4b , i.e., a higher energy
absorption in the ORC than in the steam Rankine cycle. Also
shown in Fig. 13, a higher value ofT4b implies that a higher value
of Rp range can be applied.

Under the condition of a fixed compression ratio, the effect of a
higher gas turbine inlet temperature,T3 , is to raise the total ther-
mal energy source and thus reduce the efficiency of the Brayton
cycle for a constant gas turbine work output. As for the steam
Rankine cycle under fixedRp and T4b , the effect of raisingT3
would increase its waste heat absorption from the Brayton cycle
due a higher temperature gas turbine exhaust; consequently, the
efficiency of the steam Rankine cycle is increased rather signifi-
cantly. As for the ORC, an adverse effect will occur due to a drop
of flow rate both in the Brayton cycle and the ORC. The reduction
of flow rate in the Brayton cycle means a reduction of energy
contained in the waste heat, which is transported and utilized in

Fig. 11 Variation of ORC efficiency corresponding to T4b as-
sociated with different fluids in parallel-type triple cycle

Fig. 12 „a… Variation of steam-cycle efficiency corresponding
to the evaporation pressure of steam cycle with DTpp 1 as the
parameter in the parallel-type triple cycle; „b… effect of the
evaporation pressure of steam cycle on the enthalpy drop of
steam turbine and the associated flow rate for DTpp 1Ä35 K

Fig. 13 Variation of overall efficiency of the triple cycle as a
function of compression ratio and T4b in a parallel-type triple
cycle „C6H6…
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the ORC. However, for the triple cycle as a whole, the effect of
increasingT3 increases the total system efficiency. Also shown in
Fig. 14, the available range ofT3 is limited by the value ofT4b ,
i.e. a higher specified value ofT4b would reduce the available
range ofT3 .

T4b as a Dependent Variable Evaluated Under Specified Steam
Turbine Inlet Temperature. In this calculation scheme,T4b is
calculated based on a specified turbine inlet temperature of the
steam Rankine cycle. As the mass flow rate of the Brayton cycle is
pre-determined,T4b is hence calculated accompanied with the de-
termination of flow rate in the steam Rankine cycle. The values of
T4b shown on thex-axis of Figs. 15–16 presented in this section
were calculated based on various parametric studies. The com-
pression ratio and the turbine inlet temperature of the Brayton
cycle have been employed as representative parameters to deter-
mine T4b and then the performance of this triple cycle.

It has been well understood that a greater compression ratio
results in a higher efficiency for the Brayton cycle. The drop of
gas turbine exit temperature also means a drop of steam turbine

inlet temperature and a lower specific enthalpy of the gas turbine
exhaust. Due to a large heat capacity difference between air and
steam, the steam flow rate in the steam Rankine cycle would drop
appreciably and the efficiency of this cycle would drop also. The
variations of efficiency for compression ratios between 10 and 20
are shown in Fig. 15. It can be seen that, in spite of a drop in
efficiency of the steam Rankine cycle, the combined triple cycle
exhibits a significant efficiency increase with an increase in both
compression ratio~and accordinglyT4b).

The effects of raising gas turbine inlet temperature on the effi-
ciency of each individual cycle are virtually opposite to the effects
of raising compression ratio. Under a constant compression ratio,
as the gas turbine inlet temperature rises from 1000 K to 1600 K
that resulted in a drop in efficiency of the Brayton cycle. How-
ever, the steam flow rate in the steam Rankine cycle increases due
to a higher temperature and a greater amount of enthalpy in the
waste heat exhausted from the gas turbine. Therefore, the effi-
ciency of the steam Rankine cycle increases significantly. The
higher capability in absorbing waste heat exhibited by the steam
Rankine cycle also means a lower value ofT4b , i.e., it drops from
480 K to 390 K, and accordingly a lower efficiency for the ORC.
However, the significant improvement exhibited by the steam
Rankine cycle overcomes the adverse effects on the Brayton cycle
and the ORC, and the triple cycle yields an improvement in effi-
ciency asT3 increase. This can be seen in Fig. 16.

Conclusions
The efficiencies of combined cycles, series-type triple cycles,

and parallel-type triple cycles were analyzed based on the effects
of the thermophysical properties of the working fluids. Refrigerant
R-12 was used in the ORC of series-type cycles while NH3, C6H6,
and Refrigerant R-123 were used in the ORC of parallel-type
cycles. A number of parametric studies were carried out to search
for optimal cycle combinations, according to key operational pa-
rameters, which will affect thermal efficiency. Additionally, two
calculation schemes to separate both bottoming cycles of parallel-
type triple cycle were used in performing the analysis.

The series-type triple cycle using R-12 as the working fluid was
found to exhibit no significant difference compared with the com-
bined cycle. This may be because R-12 is not a high-efficiency
working fluid, or because of the temperature differences which
occurred in the heat exchanger between the steam Rankine cycle
and the ORC.

A further analysis of other fluids is recommended for this
scheme. On the other hand, using other working fluids, i.e.,
R-123, NH3, and C6H6, showed an increase in efficiency of the
parallel-type triple cycle, especially in the application of recover-
ing lower-enthalpy waste heat. Therefore, by properly combining
a steam Rankine cycle and an ORC, an optimal configuration can
be formed. The parametric study can be further applied in specific
working environments and with specific hardware for future de-
sign applications. A systematic study and selection of working
fluids for the ORC will be the subject of future research.
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Nomenclature

I 5 irreversibility
P 5 pressure

Q, q 5 heat
Rp 5 compression ratio

S 5 entropy
T 5 temperature

W, w 5 work
DTpp 5 pinch point

Fig. 14 Variation of overall efficiency of triple cycle as a func-
tion of gas turbine inlet temperature and T4b in a parallel-type
triple cycle „C6H6…

Fig. 15 Variation of efficiency with compression-ratio depen-
dent T4b in parallel-type triple cycle „RpÄ10È20…

Fig. 16 Variation of efficiency with T4b , which is dependent
on gas turbine inlet temperature „1000K È 1600K…, in parallel-
type triple cycle
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h 5 efficiency
l 5 arbitrary parameter
j 5 arbitrary intensive property

Subscripts

bom 5 bottoming cycle
H 5 high-temperature thermal reservoir
k 5 index of thermal-energy reservoir
L 5 low-temperature thermal reservoir

top 5 topping cycle
i, j 5 index of subcycle
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